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Abstract

Nowadays Data mining has been broadly used in medical databases.
The k-nearest neighbors (knn) algorithm is a more popular and effi-
cient algorithm for pattern recognition. Nowadays a lot of people are
sick with Chronic Kidney Disease (CKD). In this paper, data analysis
on CKD Dataset is done using k-nearest neighbours algorithm.

1 Introduction

Data Mining is a collection of techniques which applies to highly complex
database. To eliminate the uncertainty and find out the unseen pattern data
mining tools and methods are used for enlightening patterns in data. The
basic functions of data mining involve Classification, Neural Networks, As-
sociation Rules, Clustering, Visualization, and Decision Tree. Classification
identifies the set of sub-populations, a new study belongs to the origin of
a training set of data containing the studies and whose class membership
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is known. Training and Testing are the two phases used for classification.
These partitions are calculated through labeled training data which classifies
unlabeled testing data.

In the next section theoretical and practical view of knn algorithms and
the CKD dataset description is fully explained along with the analysis. In the
third chapter ten distance measures formulae has been shown. In section 3,
error rates that are relevant to this particular study are summarized and the
solutions to the difficulties encountered during classification are explained
using R programming language which helps further related studies greatly.
In the last section, we conclude our paper with the classification results.

2 KNN Classification

Knn Classification uses the Euclidean distance for classification. It calculates
the distance between the new element and other elements classes which are
known. In this paper, Chronic Kidney Disease dataset is taken from UCI
database which consists of 25 variables with 400 instances. In that we have
continuous, nominal and binary variables. Hence nominal variables attributes
such as specific gravity, albumin and sugar are taken. We convert all the
nominal variables to binary and we use knn classification. k values are chosen.

2.1 Training phase and test phase

In the training phase, a KNN algorithm is applied and in the test phase
results are displayed. Hence the dataset partitioned into 2 phases in the
ratio of 80: 20. R is a free software used by data miners which develops
statistical data analysis. In R, a knn (train, test, cl) function is used for
classification, where cl is the class label. The main goal of this paper is to
evaluate the performance of ten distance formulae when KNN is used for
binary data and also to find the best value of k. Here, we assign for k values
ranging from 175 to 190 and find out the resulting error rates.

3 Distance Measures

The following 10 distance measures are binary similarity and distance mea-
sures, where S and D are similarity and distance measures, respectively.

(1)Sjaccard =
a

a + b + c
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(2)S3wjaccard =
3a

3a + b + c

(3)Sczekanowski =
2a

2a + b + c

(4)Srogertanimoto =
a + d

a + 2 (b + c) + d

(5)Ssokalmichener =
a + d

a + b + c + d

(6)Srussellrao =
a

a + b + c + d

(7)DEuclid = sqrt(b + c)

(8)DsquaredEuclid = sqrt(b + c)2

(9)Dmeanmanhattan =
b + c

a + b + c + d

(10)Dvari =
b + c

4 (a + b + c + d)

4 Result

The table below indicates the error rates for ten different binary formulae
corresponding to their k values. Figures 1 and 2 indicate the error rates for
the different values of k

From the above tables, we conclude that for the ten formulae, the error
rate is minimum for different k values. For k=175,176,177 the error rates are
found to be minimum.

5 Conclusion

The KNN Classification in Chronic Kidney Disease Dataset was analyzed.
We have discovered that choosing the best value of k implies minimizing error
rate. Data analysis done in CKD dataset using kNN for binary data implied
that the distance measures 1,2,3,4,5,6,8 are considered to be the best among
the ten binary distance measures considered in this work. Under these ten
measures the error rate was minimum for most of the k values 175,176,177.
However, finally the best k values turned out to be 175 and the distance
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Figure 1: Formula 1,2,3,4,5,6,8
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Figure 2: Formula7,9,10
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k er.k1 er.k2 er.k3 er.k4 er.k5 er.k6 er.k7 er.k8 er.k9 er.k10
175 0.1260 0.1260 0.1260 0.1260 0.1260 0.1260 0.4183 0.1260 0.4183 0.4183
176 0.1289 0.1289 0.1289 0.1289 0.1289 0.1289 0.4183 0.1289 0.4183 0.4183
177 0.1289 0.1289 0.1289 0.1289 0.1289 0.1289 0.4183 0.1289 0.4183 0.4183
178 0.1289 0.1289 0.1289 0.1289 0.1289 0.1289 0.4269 0.1289 0.4269 0.4269
179 0.1289 0.1289 0.1289 0.1289 0.1289 0.1289 0.4269 0.1289 0.4269 0.4269
180 0.1289 0.1289 0.1289 0.1289 0.1289 0.1289 0.4269 0.1289 0.4269 0.4269
181 0.1289 0.1289 0.1289 0.1289 0.1289 0.1289 0.4269 0.1289 0.4269 0.4269
182 0.1289 0.1289 0.1289 0.1289 0.1289 0.1289 0.4269 0.1289 0.4269 0.4269
183 0.1289 0.1289 0.1289 0.1289 0.1289 0.1289 0.4469 0.1289 0.4469 0.4469
184 0.1289 0.1289 0.1289 0.1289 0.1289 0.1289 0.4469 0.1289 0.4469 0.4469
185 0.1289 0.1289 0.1289 0.1289 0.1289 0.1289 0.4469 0.1289 0.4469 0.4469
186 0.1289 0.1289 0.1289 0.1289 0.1289 0.1289 0.4670 0.1289 0.4670 0.4670
187 0.1289 0.1289 0.1289 0.1289 0.1289 0.1289 0.4670 0.1289 0.4670 0.4670
188 0.1289 0.1289 0.1289 0.1289 0.1289 0.1289 0.4813 0.1289 0.4813 0.4813
189 0.1289 0.1289 0.1289 0.1289 0.1289 0.1289 0.4813 0.1289 0.4813 0.4813
190 0.1289 0.1289 0.1289 0.1289 0.1289 0.1289 0.4813 0.1289 0.4813 0.4813

Table 1: Error rates for different k values

measures calculated 1,2,3,4,5,6,8 are considered as the best among the ten
binary distance formulae.
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