Traveling wave solutions for the space-time fractional (2+1)-dimensional Calogero-Bogoyavlenskii-Schiff equation via two different methods
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Abstract

In this paper, we investigate the unified method and the modified Kudryashov method for obtaining exact traveling wave solutions of conformable fractional partial differential equations. In addition, a connection is given between the two methods. Then, using these methods, we obtain new exact solutions for the space-time fractional (2+1)-dimensional Calogero-Bogoyavlensky-Schiff equation. Fractional derivatives are described in conformable sense. Various solutions have been obtained, including one-soliton, kink, anti-kink, periodic wave solutions, and multiple-soliton solutions. We also provide a graphical representation of some interesting exact solutions to the equation and discuss the behavior of these solutions. The considered methods can be effectively applied to a wide range of nonlinear fractional partial differential equations.
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1 Introduction

The use of nonlinear fractional partial differential equations (NFPDEs) in recent years has become increasingly important in modeling complex real-world phenomena in various fields of science and technology. Therefore, finding exact solutions to these equations has become the subject of interest for researchers. A lot of effective methods have been developed and used to obtain exact traveling solutions to NFPDEs. Some of these methods are the \((G'/G)\)-expansion methods [1, 2], the Kudryashov method [3], the modified Kudryashov method [4, 5], the exp-function method [6], the Khater method [7], the first integral method [8], the extended tanh method [9, 10] and many others.

This work aims to develop two different approaches to solving NFPDEs, where the fractional derivative is defined in the sense of the conformable fractional derivative. These are the unified method [11, 12, 13, 14] and the modified Kudryashov method. We study and compare these two methods and also establish the connection between them. Besides, we apply the presented methods to find exact traveling wave solutions of the Calogero-Bogoyavlenskii-Schiff (CBS) equation. This equation was first obtained by Bogoyavlenskii and Schiff by two different ways. Bogoyavlenskii used the modified Lax formalism [15] and Schiff derived the equation by reducing the self-dual Yang-Mills equation [16]. The CBS equation describes the \((2+1)\) dimensional interactions of long wave propagations and has diverse applications in physics, mathematics and engineering.

We consider the space-time fractional \((2+1)\)-dimensional CBS equation as follows:

\[
\frac{\partial^\alpha u}{\partial t^\alpha} + \frac{\partial^\beta u}{\partial x^\beta} \frac{\partial^\gamma u}{\partial y^\gamma} + 4 \frac{\partial^\beta u}{\partial x^\beta} \frac{\partial^\gamma u}{\partial y^\gamma} + 2 \frac{\partial^\beta u}{\partial x^\beta} \frac{\partial^\gamma u}{\partial y^\gamma} = 0, \quad 0 < \alpha, \beta, \gamma \leq 1, \quad (1.1)
\]

where \(u = u(x, y, t)\) is a function of space variables \(x, y\) and temporal variable \(t\), \(\frac{\partial^\alpha u}{\partial t^\alpha}\), \(\frac{\partial^\beta u}{\partial x^\beta}\) and \(\frac{\partial^\gamma u}{\partial y^\gamma}\) are conformable derivatives.

Various solutions of the classical CBS equation (at \(\alpha = \beta = \gamma = 1\)) were obtained by several methods, such as the Hirota bilinear method [17], the symmetry method [18], the multiple exp-function method [19], the improved \((G'/G)\)-expansion method, the extended tanh methods [20, 21], the Sine-Gordon expansion method [22], the improved system technique [23] and so on.

The exp-function method [24] was applied to the fractional CBS equation with the modified Riemann-Liouville fractional derivative. The conformable fractional CBS equation was investigated by using \((G'/G^2)\)-expansion method.
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[25] and $\tan (\phi (\xi )/2)$-expansion method [26].

The rest of the paper is organized as follows. Some basic concepts of the conformable fractional derivative are mentioned in the next Section. In Section 3, details of the unified method and the modified Kudryashov method are given. Then in Section 4, we compare these two methods. The solutions of the space-time fractional $(2 + 1)$-dimensional CBS equation obtained using these methods are presented in Section 5. We give some graphs of solution behavior in Section 6. Finally, a brief conclusion is provided in the last section.

2 Conformable fractional derivative

In this research, fractional derivatives are considered in the conformable sense. Let us present the definition and some properties of conformable fractional derivative [27, 28].

**Definition 2.1.** If $f : (0, \infty ) \to \mathbb{R}$, then the conformable fractional derivative of $f$ of order $\alpha$ is defined as

$$\mathfrak{D}_t^\alpha f(t) = \lim_{\varepsilon \to 0} \frac{f(t + \varepsilon t^{1-\alpha}) - f(t)}{\varepsilon}, \quad \forall t > 0, \quad 0 < \alpha \leq 1.$$ 

Some important properties of this derivative are given in the following theorem.

**Theorem 2.2.** Suppose that $f(t)$ and $g(t)$ are $\alpha$-conformable differentiable at a point $t > 0$, such that $\alpha \in (0, 1]$. Then

1. $\mathfrak{D}_t^\alpha (af(t) + bg(t)) = a\mathfrak{D}_t^\alpha f(t) + b\mathfrak{D}_t^\alpha g(t), \quad \text{for all } a, b \in \mathbb{R}.$

2. $\mathfrak{D}_t^\alpha (t^\mu) = \mu t^{\mu - \alpha}, \quad \text{for all } \mu \in \mathbb{R}.$

3. $\mathfrak{D}_t^\alpha (f(t)g(t)) = g(t)\mathfrak{D}_t^\alpha (f(t)) + f(t)\mathfrak{D}_t^\alpha (g(t)).$

4. $\mathfrak{D}_t^\alpha \left( \frac{f(t)}{g(t)} \right) = \frac{g(t)\mathfrak{D}_t^\alpha (f(t)) - f(t)\mathfrak{D}_t^\alpha (g(t))}{g(t)^2}.$

5. $\mathfrak{D}_t^\alpha (f \circ g)(t) = t^{1-\alpha}g'(t)f'(g(t)).$

6. In addition, if the function $f(t)$ is a differentiable function, then

$$\mathfrak{D}_t^\alpha (f(t)) = t^{1-\alpha} \frac{df(t)}{dt}.$$
3 Description of two methods

In this section, we give descriptions of two promising and reliable methods: the unified method [11, 12, 13, 14] and the modified Kudryashov method [4, 5].

Consider a conformable nonlinear fractional partial differential equation in three independent variables $x$, $y$ and $t$, as follows:

\[ P \left( u, \xi_x^\alpha u, \xi_y^\beta u, \xi_{yy}^\gamma u, \xi_{xx}^{2\beta} u, \xi_{y}^{2\gamma} u, \ldots \right) = 0, \quad 0 < \alpha, \beta, \gamma \leq 1, \quad (3.2) \]

where $u = u(x, y, t)$ is an unknown function, $P$ is a polynomial of $u$ and its derivatives. The first step is common for both methods. We seek traveling wave solutions of Eq.(3.2) by using a fractional complex transformation

\[ u(x, y, t) = u(\eta), \quad \eta = p^{\frac{\alpha}{\alpha}} + q^{\frac{\beta}{\beta}} + r^{\frac{\gamma}{\gamma}}, \quad (3.3) \]

where $p$, $q$ and $r$ are constants to be determined. Substituting this transformation into Eq.(3.2), we obtain the nonlinear ordinary differential equation of the form:

\[ G(u, u', u'', \ldots) = 0, \quad (3.4) \]

where $u' = \frac{du}{d\eta}, u'' = \frac{d^2u}{d\eta^2}, \ldots$

If possible, we should integrate Eq.(3.4) and, for simplicity, equate constants of integration to zero.

Below we provide a description of the unified method and the modified Kudryashov method.

3.1 The unified method

The main steps of the unified method are as follows:

**Step 1.** We suppose that the solution to Eq.(3.4) can by expressed in the form:

\[ u(\eta) = A_0 + \sum_{i=1}^{N} \left( A_i \Theta^i(\eta) + B_i \Theta^{-i}(\eta) \right), \quad (3.5) \]

where $A_i$, $B_i$ $(i = 0, 1, \ldots, N)$ are constants to be determined, $N$ is a positive integer and $\Theta(\eta)$ satisfies the Riccati differential equation,

\[ \Theta'(\eta) = \Theta^2(\eta) + \mu, \quad (3.6) \]
where $\Theta' = \frac{d\Theta}{d\eta}$ and $\mu$ is a real constant. Eq. (3.6) has the following exact solutions.

**Family 1.** If $\mu < 0$, then

$$
\Theta(\eta) = \left\{ \begin{array}{ll}
\pm \sqrt{-(A^2+B^2)\mu - A\sqrt{-\mu} \cosh(2\sqrt{-\mu}(\eta+\eta_0))} \\
\pm \sqrt{\mu + A_+ \cosh(2\sqrt{-\mu}(\eta+\eta_0)) \mp A_\mp \sinh(2\sqrt{-\mu}(\eta+\eta_0))} \\
\end{array} \right.,
$$

(3.7)

**Family 2.** If $\mu > 0$, then

$$
\Theta(\eta) = \left\{ \begin{array}{ll}
\pm \sqrt{(A^2-B^2)\mu - A\sqrt{\mu} \cos(2\sqrt{\mu}(\eta+\eta_0))} \\
\pm i \sqrt{\mu + A_+ \cos(2\sqrt{\mu}(\eta+\eta_0)) \mp A_\mp \sin(2\sqrt{\mu}(\eta+\eta_0))} \\
\end{array} \right.,
$$

(3.8)

**Family 3.** If $\mu = 0$, then

$$
\Theta(\eta) = -\frac{1}{\eta+\eta_0},
$$

(3.9)

where $A$, $B$ and $\eta_0$ are real arbitrary constants.

**Step 2.** The positive integer $N$ in Eq. (3.5) can be determined by balancing the highest order derivatives and the nonlinear terms in Eq. (3.4).

**Step 3.** Substituting Eq. (3.5) along with Eq. (3.6) into Eq. (3.4) and setting the coefficients of $\Theta^i$ ($i = 0, \pm 1, \pm 2, \ldots$) to be zero, we get a system for $A_i, B_i (i = 0, 1, \ldots, N), p, q, r$ and $\mu$.

**Step 4.** Assume that the system of algebraic equations in Step 3 is solved. Finally, we substitute the obtained constants together with the solution of Eq. (3.6) into (3.5) to obtain exact solutions of NFPDE Eq. (3.2), where $\eta$ is given by (3.3).

### 3.2 The modified Kudryashov method

The following are the basic steps required to apply the modified Kudryashov method [4, 5].

**Step 1.** We suppose that the solutions of Eq. (3.4) can be expressed in powers of $Q^i$ as,

$$
u(\eta) = \sum_{i=0}^{N} a_i Q^i(\eta),
$$

(3.10)
where $a_i$, ($i = 0, 1, ..., N$) are unknowns to be calculated, and the function

$$Q(\eta) = \frac{1}{1 + da^n}, \quad (3.11)$$

is the solution of the nonlinear differential equation

$$Q'(\eta) = \ln(a) \left( Q^2(\eta) - Q(\eta) \right), \quad a \neq 0, 1. \quad (3.12)$$

**Step 2.** The positive integer $N$ in Eq.(3.10) is determined by balancing higher order derivatives and nonlinear terms in Eq.(3.4).

**Step 3.** Substituting Eq.(3.10) along with Eq.(3.11) into Eq.(3.4) and equating the coefficients of each power of $Q^i$ ($i = 0, 1, ..., N$) to zero, we get a system of nonlinear equations for $a_i$ ($i = 0, 1, ..., N$), $p$, $q$ and $r$.

**Step 4.** Then we solve this system of equations by using the Maple 18 package. Substituting the obtained values of the parameters in Eq.(3.10), we get exact solutions for Eq.(3.2).

### 4 Comparison of two methods

In this section, we will compare the two proposed methods. Let us go back to Eq.(3.12); namely,

$$Q'(\eta) = \ln(a) \left( Q^2(\eta) - Q(\eta) \right),$$

We can rewrite it as follows

$$Q'(\eta) = \ln(a) \left( Q(\eta) - \frac{1}{2} \right)^2 - \frac{1}{4} \ln(a), \quad (4.13)$$

If we let $\psi(\eta) = Q(\eta) - \frac{1}{2}$, then

$$\psi'(\eta) = \ln(a) \psi^2(\eta) - \frac{1}{4} \ln(a). \quad (4.14)$$

Eq.(3.6), is a Riccati equation. It easy to see, that if $\mu = -\frac{(\ln(a))^2}{4}$ in Eq.(3.6), then $\psi(\eta) = \frac{1}{\ln(a)} \Theta(\eta)$.

Since $\mu < 0$, the solutions of Eq.(3.6) have the form (3.7). Let us consider the last equation in the Family 1.
We have $\sqrt{-\mu} = \pm \frac{\ln(a)}{2}$. In both cases, the proof is similar. So we assume $\sqrt{-\mu} = \frac{\ln(a)}{2}$. Therefore,

$$
\Theta(\eta) = -\frac{\ln(a)}{2} + \frac{A \ln(a)}{1 + \frac{1}{1 + (e^{\eta_0} \ln(a)/A) a^\eta}}.
$$

Using the binomial expansion, we find connection between coefficients of the modified Kudryashov method and the unified method as follows:

$$
A_i = \left( \frac{1}{\ln(a)} \right)^i \sum_{j=i}^{N} \left[ \binom{j}{i} \left( \frac{1}{2} \right)^{j-i} a_j \right], \quad B_i = 0, \quad i = 0, 1, ..., N.
$$

Thus, we can conclude that the solutions obtained by the modified Kudryashov method can be transformed into some solutions obtained by the unified method, but the unified method gives more solutions. Through the above analysis, we get the following theorem.

**Theorem 4.1.** The set of solutions obtained by the unified method includes the solutions obtained by the modified Kudryashov method.

### 5 Implementation of methods

In this part, we obtain exact traveling wave solutions of the space-time fractional (2+1) dimensional Calogero-Bogoyavlenskii-Schiff equation (1.1). We use the transformation (3.3) to reduce Eq.(1.1) to the following nonlinear ordinary differential equation,

$$
pqu'' + q^3 ru^{(4)} + 6q^2 ru''u' = 0,
$$

(5.15)

Integrating Eq.(5.15) and equating the integration constants to zero, we get

$$
pqu' + q^3 ru''' + 3q^2 r (u')^2 = 0.
$$

(5.16)
5.1 The unified method

Balancing the highest order nonlinear term \((u')^2\) and the highest order derivative \(u'''\), we have \(N + 3 = 2N + 2\). So \(N = 1\).

Thus, we seek the solution of Eq.(1.1) as

\[ u(\eta) = A_0 + A_1 \Theta(\eta) + B_1 \Theta^{-1}(\eta). \quad (5.17) \]

Then, we substitute Eq.(5.17) into Eq.(5.16). Equating each coefficient of \(\Theta^i (i = 0, \pm 1, \pm 2, \pm 3)\) to zero yields a system of algebraic equations for the unknowns \(A_0, A_1, B_1, p, q, r\) and \(\mu\). We find different sets of solutions of this system.

Result 1.

\[ A_1 = -2q, \quad B_1 = 2q\mu, \quad p = 16q^2 r\mu. \quad (5.18) \]

Result 2.

\[ A_1 = -2q, \quad B_1 = 0, \quad p = 4q^2 r\mu. \quad (5.19) \]

Result 3.

\[ A_1 = 0, \quad B_1 = 2q\mu, \quad p = 4q^2 r\mu. \quad (5.20) \]

Using these values, we construct the traveling wave solutions of Eq.(1.1) as follows,

\[ u_{1,2}(x, y, t) = A_0 - 2q \left( \pm \sqrt{-\left( A^2 + B^2 \right)\mu - A\sqrt{\mu} \cosh \left( 2\sqrt{-\mu} (\eta + \eta_0) \right)} \right) \]

\[ + 2q\mu \left( \pm \sqrt{\frac{A^2 + B^2\mu - A\sqrt{\mu} \cosh \left( 2\sqrt{-\mu} (\eta + \eta_0) \right)}{A \sinh \left( 2\sqrt{-\mu} (\eta + \eta_0) \right) + B}} \right)^{-1}, \]

\[ u_{3,4}(x, y, t) = A_0 - 2q \left( \pm \sqrt{-\mu + \frac{2A\sqrt{-\mu}}{A + \cosh \left( 2\sqrt{-\mu} (\eta + \eta_0) \right) + \sinh \left( 2\sqrt{-\mu} (\eta + \eta_0) \right)}} \right) \]

\[ + 2q\mu \left( \pm \sqrt{-\mu + \frac{2A\sqrt{-\mu}}{A + \cosh \left( 2\sqrt{-\mu} (\eta + \eta_0) \right) + \sinh \left( 2\sqrt{-\mu} (\eta + \eta_0) \right)}} \right)^{-1}, \]

where \(\eta = 16q^2 r\mu \frac{t^\alpha}{\alpha} + q \frac{x^\beta}{\beta} + r \frac{y^\gamma}{\gamma}, \mu < 0\) and \(A, B\) and \(\eta_0\) are real arbitrary constants.

\[ u_{5,6}(x, y, t) = A_0 - 2q \left( \pm \sqrt{\frac{(A^2 - B^2)\mu - A\sqrt{\mu} \cos \left( 2\sqrt{\mu} (\eta + \eta_0) \right)}{A \sin \left( 2\sqrt{\mu} (\eta + \eta_0) \right) + B}} \right) \]

\[ + 2q\mu \left( \pm \sqrt{\frac{(A^2 - B^2)\mu - A\sqrt{\mu} \cos \left( 2\sqrt{\mu} (\eta + \eta_0) \right)}{A \sin \left( 2\sqrt{\mu} (\eta + \eta_0) \right) + B}} \right)^{-1}, \]
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\[ u_{7,8}(x, y, t) = A_0 - 2q \left( \pm i \sqrt{\mu} + \frac{\mp 2Ai\sqrt{\mu}}{A + \cos \left(2\sqrt{\mu} (\eta + \eta_0)\right) \mp i \sin \left(2\sqrt{\mu} (\eta + \eta_0)\right)} \right) + 2q \mu \left( \pm i \sqrt{\mu} + \frac{\mp 2Ai\sqrt{\mu}}{A + \cos \left(2\sqrt{\mu} (\eta + \eta_0)\right) \mp i \sin \left(2\sqrt{\mu} (\eta + \eta_0)\right)} \right)^{-1}, \]

where \( \eta = 16q^2r\mu^2 + q_x^\beta + r_y^\gamma, \mu > 0 \) and \( A, B \) and \( \eta_0 \) are real arbitrary constants.

\[ u_9(x, y, t) = A_0 + \frac{2q}{\eta + \eta_0}, \]

where \( \eta = 16q^2r\mu^2 + q_x^\beta + r_y^\gamma, \mu = 0 \) and \( \eta_0 \) are real arbitrary constants.

\[ u_{10,11}(x, y, t) = A_0 - 2q \left( \frac{\pm \sqrt{- (A^2 + B^2) \mu - A\sqrt{-\mu} \cosh(2\sqrt{-\mu} (\eta + \eta_0))}}{A \sinh(2\sqrt{-\mu} (\eta + \eta_0)) + B} \right), \]

\[ u_{12,13}(x, y, t) = A_0 - 2q \left( \frac{\pm \sqrt{- \mu} + \mp 2A\sqrt{-\mu}}{A + \cosh(2\sqrt{-\mu} (\eta + \eta_0)) + \sinh(2\sqrt{-\mu} (\eta + \eta_0))} \right), \]

where \( \eta = 4q^2r\mu + q_x^\beta + r_y^\gamma, \mu < 0 \) and \( A, B \) and \( \eta_0 \) are real arbitrary constants.

\[ u_{14,15}(x, y, t) = A_0 - 2q \left( \frac{\pm \sqrt{(A^2 - B^2) \mu - A\sqrt{-\mu} \cos(2\sqrt{-\mu} (\eta + \eta_0))}}{A \sin(2\sqrt{-\mu} (\eta + \eta_0)) + B} \right), \]

\[ u_{16,17}(x, y, t) = A_0 - 2q \left( \frac{\pm i \sqrt{\mu}}{A + \cos \left(2\sqrt{\mu} (\eta + \eta_0)\right) \mp i \sin \left(2\sqrt{\mu} (\eta + \eta_0)\right)} \right), \]

where \( \eta = 4q^2r\mu + q_x^\beta + r_y^\gamma, \mu > 0 \) and \( A, B \) and \( \eta_0 \) are real arbitrary constants.

\[ u_{18}(x, y, t) = A_0 + \frac{2q}{\eta + \eta_0}, \]

where \( \eta = 4q^2r\mu + q_x^\beta + r_y^\gamma, \mu = 0 \) and \( \eta_0 \) are real arbitrary constants.

\[ u_{19,20}(x, y, t) = A_0 + 2q \mu \left( \frac{\pm \sqrt{- (A^2 + B^2) \mu - A\sqrt{-\mu} \cosh(2\sqrt{-\mu} (\eta + \eta_0))}}{A \sinh(2\sqrt{-\mu} (\eta + \eta_0)) + B} \right)^{-1}, \]

\[ u_{21,22}(x, y, t) = A_0 + 2q \mu \left( \frac{\pm \sqrt{- \mu} + \mp 2A\sqrt{-\mu}}{A + \cosh(2\sqrt{-\mu} (\eta + \eta_0)) + \sinh(2\sqrt{-\mu} (\eta + \eta_0))} \right)^{-1}, \]

where \( \eta = 4q^2r\mu + q_x^\beta + r_y^\gamma, \mu < 0 \) and \( A, B \) and \( \eta_0 \) are real arbitrary constants.
\[ u_{23,24}(x, y, t) = A_0 + 2q\mu \left( \frac{\pm\sqrt{(A^2-B^2)}\mu - A\sqrt{\mu}\cos(2\sqrt{\mu}(\eta+\eta_0))}{A\sin(2\sqrt{\mu}(\eta+\eta_0)) + B} \right)^{-1}, \]

\[ u_{25,26}(x, y, t) = A_0 + 2q\mu \left( \pm i\sqrt{\mu} + \frac{\mp 2Ai\sqrt{\mu}}{A + \cos(2\sqrt{\mu}(\eta+\eta_0)) \mp i\sin(2\sqrt{\mu}(\eta+\eta_0))} \right)^{-1}, \]

where \( \eta = 4q^2r\mu t^\alpha + q^x \gamma + r^y \gamma, \) \( \mu > 0 \) and \( A, B \) and \( \eta_0 \) are real arbitrary constants.

### 5.2 The modified Kudryashov method

According to the modified Kudryashov method, the solution (3.10) can be written as

\[ u(\eta) = a_0 + a_1 Q(\eta) \]  

Substituting Eq.(5.21) into Eq.(5.16) and equating the coefficients of each power of \( Q^i \) \( (i = 1, 2, 3, 4) \) to zero, a system of algebraic equations is derived.

\[
\begin{align*}
Q^4 : & \quad 6q^3ra_1 (\ln(a))^3 + 3q^2ra_1^2 (\ln(a))^2 = 0, \\
Q^3 : & \quad -12q^3ra_1 (\ln(a))^3 - 6q^2ra_1^2 (\ln(a))^2 = 0, \\
Q^2 : & \quad pqa_1 \ln(a) + 7q^3ra_1 (\ln(a))^3 + 3q^2ra_1^2 (\ln(a))^2 = 0, \\
Q^1 : & \quad -pqa_1 \ln(a) - q^3ra_1 (\ln(a))^3 = 0, 
\end{align*}
\]

Solving this system, we get the following result:

\[ a_1 = -2q \ln(a), \quad p = -q^2r (\ln(a))^2. \]  

Using these values, we obtain the following exact solution

\[ u^*(x, y, t) = a_0 - \frac{2q \ln(a)}{1 + da^n}, \]  

where \( \eta = -q^2r (\ln(a))^2 t^\alpha \frac{t^\alpha}{\alpha} + q^x \gamma + r^y \gamma \) and \( a_0, d \) are real arbitrary constants.

**Remark 5.1.** If we take \( A_0 = a_0 - q \ln(a), \ A = \frac{1}{d}, \ \sqrt{-\mu} = \frac{\ln(a)}{2}, \ \eta_0 = 0, \) we get \( u^*(x, y, t) = u_{13}(x, y, t). \)

### 6 Discussion

Various types of traveling waves solutions of Eq.(1.1) are obtained by using two considered methods. In this section, some graphical representations of
exact solutions with different parameter values are presented in Figure 1-4 to understand the behavior of solutions.

We consider two sets of fractional orders $\alpha = \beta = \gamma = 1$ and $\alpha = \beta = \gamma = 1/2$. Since some solutions $u(x, y, t)$ have real value only on a certain part on the domain, their graphs are not drawn on the entire domain. Figure 1 shows the solution $u_2(x, y, t)$ of Eq.(1.1) for values $q = 1/2$, $r = 1$, $\mu = -1/4$, $A_0 = B = 0$, $A = 1$, $-60 \leq x \leq 60$, $0 \leq t \leq 15$. This solution with $\alpha = \beta = \gamma = 1$, describing the solitary wave solution of singular kink type, is plotted in Figure 6. While Figure 6 demonstrates the singular multiple-soliton solution. Therefore, the fractional parameters $\alpha, \beta$ and $\gamma$ affect the behavior of the solution by changing its type. The periodic traveling wave solution $u_5(x, y, t)$ with $\alpha = \beta = \gamma = 1$ is presented in Figure 6. Values of parameters are $q = 1/4$, $r = -1/2$, $\mu = 3$, $A_0 = B = 0$, $A = 1$ and $-3\pi \leq x \leq 6\pi$, $0 \leq t \leq 3\pi$. The graph, which is shown in Figure 6 and represents the multiple-soliton solution, corresponds to $u_5(x, y, t)$ with $\alpha = \beta = \gamma = 1/2$.

The solution $u_{13}$ is expressed in terms of hyperbolic function and, accordingly, a kink solution is resulted as displayed in Figure 3. Figure 6 describes $u_{13}(x, y, t)$ with $\alpha = \beta = \gamma = 1$, while this solution with $\alpha = \beta = \gamma = 1/2$ is shown in Figure 6. Both cases are considered in the domain $-35 \leq x \leq 35$, $0 \leq t \leq 20$ for $q = 1/2$, $r = 4$, $\mu = -1/4$, $A_0 = B = 0$ and $A = 1$. Figure 3 shows that with a change in the values $\alpha$, $\beta$, $\gamma$, the solution $u_{13}$ exhibits the same physical behavior in both cases.
Figure 2: Plots of the solution $u_5(x, y, t)$ of Eq.(1.1) with $-3\pi \leq x \leq 6\pi$, $0 \leq t \leq 3\pi$ for (a) $\alpha = \beta = \gamma = 1$, (b) $\alpha = \beta = \gamma = 1/2$.

Figure 3: Plots of the solution $u_{13}(x, y, t)$ of Eq.(1.1) with $-35 \leq x \leq 35$, $0 \leq t \leq 20$ for (a) $\alpha = \beta = \gamma = 1$, (b) $\alpha = \beta = \gamma = 1/2$.

It should be mentioned that if we take $a = \exp(1)$, $d = 1$ and $a_0 = \frac{1}{2}$ in Eq.(5.23) than then the solution $u^*(x, y, t)$ obtained by the modified Kudryashov method is similar to the solution $u_{13}$ obtained by the unified method.

The graphs of the solution $u_{24}$ are plotted for $-6\pi \leq x \leq 6\pi$, $0 \leq t \leq 3\pi$ and $q = \frac{1}{2}$, $r = 1$, $\mu = -\frac{1}{4}$, $A = 1$, $A_0 = B = 0$ and $A = 1$ in Figure 4. Figure 6 illustrates periodic solitary waves of the solution $u_{24}$ with $\alpha = \beta = \gamma = 1$. The solution $u_{24}$ with $\alpha = \beta = \gamma = 1/2$ gives the singular multiple-soliton solution. Its plot is shown in Figure 4(b).
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Figure 4: Plots of the solution $u_{24}(x, y, t)$ of Eq.(1.1) with $-6\pi \leq x \leq 6\pi$, $0 \leq t \leq 3\pi$ for (a) $\alpha = \beta = \gamma = 1$, (b) $\alpha = \beta = \gamma = 1/2$.

7 Conclusion

In this paper, we presented and compared the unified method and the modified Kudryashov method. The connection between them was established. Thus, we have shown that all solutions obtained by the modified Kudryashov method can be transformed into solutions obtained by the unified method. Then we applied the considered methods to construct exact traveling wave solutions for the nonlinear conformable (2+1)-dimensional Calogero-Bogoyavlenskii-Schiff equation. Various solutions were derived, such as one-soliton, kink, anti-kink, periodic wave solutions, solitary wave solutions and multiple-soliton solutions. Some solutions were presented graphically to understand their behavior. Comparing our solutions with the exact solutions obtained in [25], in which the authors employed the $(G'/G^2)$-expansion method, we can observe that some of the solutions are new. It is worth mentioning that at $\alpha = \beta = \gamma = 1$, the classical CBS equation is recovered, which shows that the presented methods yield some of the exact solutions obtained in [20]. These two methods can also be effectively applied to a wide range of nonlinear fractional partial differential equations.
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