
International Journal of Mathematics and
Computer Science,17(2022), no. 1, 289{307

b b

M
CS

The Classi�cation of Arch Fingerprint Using
Mathematical Model and Deep Learning

Features Selection

Ibrahim Jawarneh 1; Nesreen Alsharman 2

1Department of Mathematics
Al-Hussein Bin Talal University

Ma'an, Jordan

2Department of Computer Science
The World Islamic Sciences and Education University

Amman, Jordan

email: ibrahim.a.jawarneh@ahu.edu.jo, nesreen.alsharman@wise.edu.jo

(Received December 19, 2020, Revised June 9, 2021, Accepted July 8, 2021)

Abstract

Fingerprints are unique patterns, made by friction ridges and fur-
rows, which appear on the pads of the �ngers and thumbs. The anal-
ysis of �ngerprint is valuable tool to identify suspects and crimes.
There are three basic types of �ngerprints, one of them is thearch
�ngerprint. In this paper, the classes of the arch �ngerprin t are mod-
elled in a dynamical system. The global dynamics and the existence
and stability of equilibria are studied. The orientation im age of the
arch �ngerprint is visualized in smooth deformation of the phase por-
trait of a planar system. Most �ngerprint datasets are not categorized
to be retained by deep learning computer tools that allow to clas-
sify a new �ngerprint input image to its class, so �nding a dyn amical
system to categorize �ngerprint image data set allows deep learning
computer science program to be retrained with more accuracy. Con-
volutional Neural Networks (CNNs) architectures are computerized
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machine learning tool that used a deep learning for classifying im-
ages. CNNs are eligible of automatically extracting and learning fea-
tures from any categorized dataset. VGG16, GoogleNet, Resnet, and
Alexnet are CNN architecture that are retrained over NIST Special
Database (SD) 302d �ngerprint dataset.

1 Introduction

The patterns of �ngerprints are made by friction ridges of a human
�nger, that clearly appear on the pads of the �ngers and thumbs. The
�ngerprint is a good instrument for di�erentiating persons as it is unique
biometric characteristics to any person. It is basic tool in forensicdivisions
worldwide for security, and in criminal cases until the twins have non-identical
�ngerprints, see [6, 7]. In 1892, the early book about �ngerprintsappeared
by Sir Francis Galton , see [1]. There are three basic kinds of �ngerprints;
loop, whorl, and arch, the arch patterns are observed in about 5%of all
�ngerprints, see [1, 2, 4].

In [39] the arch patterns roll a comparatively horizontal ridges run from
the left to the right side of the �ngerprint with growth in the middle, a nd its
images are categorized in the following classes.

� Plain arch �ngerprint, the ridges roll in this class relatively horizontally
with a little rise in the center, see �gure 1(a).

� Tented arch �ngerprint, the ridges roll relatively horizontally with b ig-
ger rise than the plain case, and at least one ridge with short length is
vertically oriented in the center, see �gure 1(b).

� Strong arch �ngerprint is more strict than the tented case with many
relatively longer ridges are vertically oriented in the center, this cate-
gory looks like Christmas tree, see �gure 1(c) .

Many algorithms of �ngerprint classi�cation were improved, see [22,30,
28, 23, 20, 26, 24, 25, 29, 27, 38]. Among these, singularities and orientation
image information are the usual features used. In [21], a manual �ngerprint
classi�cation was carried out by testing the geometric characteristics of major
ridge curves in a �ngerprint image called orientation �eld 
ow curves. Later
than, a method has been given for the revelation of the referencepoint of �n-
gerprint by analyzing �ngerprint ridges, see [37], the total processing times of
the most important stages was 143 ms. In [36], a new �ngerprint feature has



The Classi�cation of Arch Fingerprint... 291

(a) (b)

(c)

Figure 1: (a) Plain arch �ngerprint, (b) tented arch �ngerprint an d (c) strong
arch �ngerprint

been presented, called distinctive ridge point, combined with an developed
triangle-based representation which also uses minutiae. This method needs
to reduce the ridge points dependence with minutiae to get better results.
Recently, a model of receiver operating characteristic curve hasbeen put,
this technique depends on a weighted empirical process to jointly account
for the order constraint and within cluster correlation structure, see [34]. In
this way, the statistical testing for performance �ngerprint matching data re-
quires extra time complexity. In [35]. a novel technique has been presented
where the minutiae density and the orientation �eld direction for therecon-
struction of the �ngerprint, however, the proposed method fororientation
�eld reconstruction only examines the local orientation pattern.

A few researchers talked about modelling of the arch �ngerprint; amodel
based on quadratic di�erentials presented arch �ngerprint in [8], however, the
tented class was not shown and considered as a special case of a loop, and
the strong arch �ngerprint was not mentioned. In [11, 10, 9], the conditional
cosine functions were used for modeling arch �ngerprint in the planewithout
going over speci�c categories. In [39], a mathematical model are suggested for
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all classes of arch �ngerprint using di�erential equations with a parameter� >
0. Since �ngerprint images can be captured in a graphical ridge and valley
patterns, they have simulated the pattern types in the above classes in a
mathematical system. Using di�erential equations in producing such system
that presents plain, tented,and strong arch �ngerprint require understanding
the behaviour of the ridges in these categories and how much the delta is
clear in each category. In this case, the 
ow of the phase portraitof this
system describes the ridge curves in the �ngerprint, so the deformation of
the phase portrait of straight 
ow to generate this system with one singular
point (delta) is successful idea, and hence the following dynamical system
that describes the general map the arch �ngerprint has been proposed, see
[39].

_x = y2;

_y = � �x; � > 0:
(1.1)

In this paper, we use the above dynamical system that describes the classes
of arch �ngerprint and the deep learning feature selection to retrain arch
�ngerprint data set for classifying images with more accuracy.

This paper is arranged as follows: In the next section, stability of the equi-
libria of system (1.1) is studied. In section 3, we explain the three classes
in the dynamical system (1.1) by varing the value of� . In section 4, exper-
iments of VGG16, GoogleNet, Resnet, and Alexnet CNNs are explained for
classi�cation. The conclusion is summarized in section 5.

2 Stability and steady states

Consider the system (1.1), then its equilibria are the solutions of the
following equations:

0 = y2; (2.2)

0 = � �x: (2.3)

It is clearly that, the only equilibrium point is E0 = (0 ; 0). The Jacobian
matrix of (1.1) is in the form

J =
�

0 2y
� � 0

�
: (2.4)

The Jacobian matrix at the equilibrium point E0 = (0 ; 0) is

J (E0) =
�

0 0
� � 0

�
: (2.5)
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The origin point (E0) is degenerate nonhyperbolic equilibrium point as the
eigenvalues ofJ (E0) are zeros (� 1;2 = 0). In section 3, We see a deleted
neighborhood of the origin in all phase portraits of the system (1.1)that
represent the classes of the arch �ngerprint. This neighborhoodcontains left
and right separatrices, also there are upper and lower hyperbolic sectors, and
so the critical point (E0) is called cusp see [3]. The cusp point plays a role
of the delta in the classes of arch �ngerprint, and the 
ow which is existed
above the origin makes di�erent kinds of the angle depending on the value
of � , we have obtuse angle in plain class, around right angle in tented class,
and acute angle in strong class.

3 Simulations and numerical results of the
arch �ngerprint

Fingerprint image has many redundant information when it is taken,
so a preprocessing stage of input image is necessary for getting anaccurate
and acceptable image. Sometimes, distortions of images are appeared such
as images with scars, too moist �ngers or too dry, or improper pressure
which requires a solution. The preprocessing of �ngerprint images can be
performed using some process such as the image normalization, enhancement,
noise reduction, �ltering, binarization, and thinning, see [18]. Thinning is a
way to make a skeleton for the input �ngerprint image, which is a technique
that picks a binary image of a �ngerprint and produces the ridges that show
in the print just one pixel wide without modifying the overall pattern and
leaving gaps in the ridges creating a sort of skeleton of the image. This way
helps us to �nd the tangential direction of the ridges at a point (x,y), where
0 � � (x; y) < � and removes a lot of redundant data so that the thinning
preprocessing step is used before simulation, see [19]. Figure 2 shows the
input and thinning preprocessing for the �ngerprint image.

Back to the simulation, we study the system (1.1) with various valuesof
� > 0 and display its simulations and their appropriate images in the above
classes of the arch �ngerprint. The separatrices are represented using bold
red lines, solutions at di�erent initial conditions above x-axis are represented
using the green lines to show the above hyperbolic sector, and the below
hyperbolic sector is displayed using the brown lines that represent solutions
at di�erent initial conditions below x-axis. We begin varying the value of
the parameter� from small value and then we increase it carefully to go over
di�erent phase portraits of the classes of the arch �ngerprint, and let us start
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(a) (b)

Figure 2: The input and thinning preprocessing for the �ngerprint image

with �rst class which is plain arch �ngerprint.

3.1 Plain arch �ngerprint

The trajectories of phase portrait are relatively horizontally with aslight
growth in the center when� is small and closed to zero in the system (1.1),
see �gure 3. To see this case, considerthe system (1.1) with� = 0:001.

_x = y2;

_y = � 0:001x:
(3.6)

Figure 3 explains the image of plain arch �ngerprint and the phase portrait
of the system (3.6) using Maple software. For more focus, a closerlook at

(a) (b)

Figure 3: Simulation of the plain �ngerprint: (a) image of the plain �nger-
print and (b) phase portrait of example (3.6).

the neighborhoods of the origin of system (3.6) and of the center inthe plain
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arch image are explained in �gure 4, where the separatrices in the phase
portrait are displayed and a thin blue line is used to determine the region of
hyperbolic sectors, and hence the origin is cusp point.

(a)
(b)

Figure 4: (a) The neighborhood of the delta in the plain �ngerprint and (b)
the neighborhood of the singular point in example (3.6).

3.2 Tented arch �ngerprint

As � is increased carefully reaching to 0:5 in the system (1.1), the 
ow
rises more in the center with smaller angle above the origin than the case
of plain arch kind. In this case, the produced phase portrait looks like the
tented type. To go over this case, consider the system (1.1) with� = 0:5.

_x = y2;

_y = � 0:5x:
(3.7)

The phase portrait of (3.7) and the image of tented arch image are shown in
�gure 5, in which all features of the matching pictures are shown. In �gure
6, focused concern around the center in tented image and a heighborhood of
the origin in the phase portrait of system (3.7) are illustrated.

3.3 Strong arch �ngerprint

When the parameter � in the system (1.1) grows up more than one,
the 
ow starts stretching vertically in the center, and the cusp atthe origin
makes acute angle. Also, the trajectories of the 
ow agree with the shape
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(a) (b)

Figure 5: Simulation of the tented arch �ngerprint: (a) image of thetented
�ngerprint and (b) phase portrait of example (3.7).

(a)
(b)

Figure 6: (a) The neighborhood of the delta in the tented �ngerprint and (b)
the neighborhood of the singular point in example (3.7).

of the strong arch image. To see this case, consider the system (1.1) with
� = 5.

_x = y2;

_y = � 5x:
(3.8)

Figure 7 shows the matching between the image of strong arch typeand the
phase portrait of example (3.8). In �gure 8, we see the identi�cation between
the center regions in both strong arch image and phase portrait ofthe system
(3.8) with acute angle.



The Classi�cation of Arch Fingerprint... 297

(a) (b)

Figure 7: Simulation of the strong arch �ngerprint: (a) image of thestrong
arch �ngerprint and (b) phase portrait of example (3.8).

(a) (b)

Figure 8: (a) The neighborhood of the delta in the strong arch �ngerprint
and (b) the neighborhood of the singular point in example (3.8).

4 CNN architectures and Results

For numerical simulations, the Maple software is used to the visualising
between orientation �eld of the images of arch �ngerprint and phase portraits
of the planar proposed dynamical system. This simulations prepared the arch
dataset for retained using CNNs deep learning architecture. A GoogleNet,
VGG16, and Alexnet are CNN architectures that its implementationsare
running using MATLAB environment with a PC containing 4GB of RAM, 4
Intel cores, i5 (2.0GHz each).

In this research, the NIST Special Database (SD) 302d has been retrained,
[16]. The SD 302d is made up of supplementary plain capture devices that are
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Figure 9: VGG16 Experiment Result

Figure 10: Googlenet() Experiment Result

used during the N2N �ngerprint challenge. The SD 302d database contains
biometric data collected during the Nail to Nail (N2N) �ngerprint challenge
conducted by the intelligence advanced research project activity. The images
are available in the Portable Network Graphics (PNG) image format. Figure
13 shows some arch examples from NIST Special Database (SD) 302d.

[40] explained that CNN neural networks have been successfully used to
many image-processing and analysis problems in recent works because the
newest neural network architectures often add connections and additional
operations to the standard architecture that enable training deeper networks.
Some examples of recent works that used CNN neural network [41,42, 43].

To make a fair comparison results, VGG16, GoogleNet(), Resnet(), and
Alexnet() architectures are retrained upon four experiments with the same
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Figure 11: Resnet() Experiment Result

Figure 12: Alexnet() Experiment Result

option . The validation accuracy of the 5 MaxEpochs is 100% and the elapsed
time is 3 sec, 87.50% and the elapsed time is 3 sec, 75.00% and the Elapsed
time is 4 sec, and 62.50% and the Elapsed time is 3 sec respectively. Figure 9,
Figure 10, Figure 11, and Figure 12 shows experiment results for retraining
VGG16, GoogleNet(), Resnet(), and Alexnet() architectures respectively.

Table 1 shows the elapsed time and the validation accuracy for the ex-
periments.

The following example shows the option for the MaxEpochs.
options = trainingOptions('sgdm', ...
'MiniBatchSize',2, ...
'MaxEpochs',5, ...
'InitialLearnRate',1e-4, ...
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Figure 13: Arch examples from NIST special database SD 302d [16]

CNN architecture validation accuracy Elapsed time
VGG16() 100% 3sec

Googlenet() 87.50% 3sec
Resnet() 75.00% 4sec
Alexnet() 62.50% 3sec

Table 1: The Validation accuracy and Elapsed time for the Experiments

'ValidationData',augimdsValidation, ...
'ValidationFrequency',1, ...
'ValidationPatience',Inf, ...
'Verbose',true ,...
'Plots','training-progress');

The active use of CNNs in image recognition tasks by VGG16 has ac-
celerated architectural design research [44]. The 11x11 and 5x5 �lters were
replaced by VGG16 with a 3x3 stack. Filter layer and experimentally showed
that the e�ect of large size �lters (5x5 and 7x7) could be caused bysimulta-
neous placement of small size (3x3) �lters. Using a small sized �ltersgives
extra advantage of less computational complexity by decreasing the number
of parameters.

The main objective of GoogleNet architecture was to achieve high preci-
sion and reduce the cost of computing. [47]. It introduced the new concept
of inception block in CNN, where by it integrates multi-scale convolutional
transformations using split, transform, and merge idea. This blockencap-
sulates various sized �lters (1x1, 3x3, and 5x5) to collect spatial data at
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Arch Fingerprint accuracy
Dass and Jain method [21] 97.62% tented arch

99.62% plain arch
No mention for strong arch
class

Liu Wei method [49] 91.7% tented arch
98.5% plain arch
No mention for strong arch
class

Proposed method 100%

Table 2: Comparison of accuracy in arch �ngerprint classi�cation methods

varying scales (at both �ne and coarse grain levels). Convolutionary layers
are substituted in GoogleNet in small blocks, such as the concept ofreplac-
ing each layer with micro NN as indicated in the Network in Network (NIN)
architecture, for more information see [40, 45].

Kaiming He et al. [46] have implemented Residual Neural Network (ResNet)
as an anovel architecture with "skip connections" and heavy batch normal-
ization functionality. Such skip connections are also known as gatedunits
or gated recurrent units and have a strong similarity to recent successful
elements applied in Recurrent Neural Networks (RNNs). These skipcon-
nections are often referred to as gated recurrent or gated units and are very
similar to recent e�ective components used in Recurrent Neural Networks
(RNNs).This technique able to train a NN with 152 layers while still having
lower complexity than VGG16. It achieves a top-5 error rate of 3.57.

Krizhevesky et al . [48] suggested that AlexNet boost the CNN's learn-
ing ability by doing it deeper and applying multiple parameter optimiza-
tion strategies. Hardware limitations limited the learning ability of the deep
CNN architecture in early 2000 by limiting them to small sizes. Alexnet
was trained in parallel on two NVIDIA GTX 580 GPUs to address hardware
faults in order to take advantage of CNN's representational capabilities. Fea-
ture extraction stages in AlexNet were expanded from 5 (LeNet) to 8 to make
CNN accessible for di�erent image categories.

The experiments with validation accuracy and the elapsed time are ex-
plained in Table1. In table 2, the proposed method is compared with another
methods that made on a database NIST of �ngerprint images speci�cally on
the classes of arch �ngerprint, we �nd that Dass and Jain in [21] have reached
to accuracy 97.62% in tented arch and 99.62% in arch (plain arch) butthey
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did not mention the strong arch class, and Liu Wei in [49] has reachedto
accuracy 91.7% in tented arch and 98.5% in arch (plain arch), also, they did
not mention the strong arch class. In this research the accuracyis 100%;
The thinning preprocessing step, which is the core procedure for generating
a skeleton for the input �ngerprint image, is the key cause for this accuracy
result. The skeleton of the input �ngerprint image aids the mathematical
model in simulation and matching by extracting the basic features ofthe
input image that allowing deep learning architectures to classify any image
in the validation data set into the appropriate class or category.

5 Conclusion

Because the proposed method combines a mathematical model anddeep
learning feature selection for �ngerprint picture classi�cation, wecan call it
an adaptive method. First, the parameter� of the dynamical system (1.1) is
a helpful source for generating di�erent arch �ngerprint categories, and we
have found that the shape of the 
ow in this dynamical system at a given
parameter value� and the the ridges' shape in the related image of an arch
�ngerprint category is nearly identical to each other. Then, the dynamical
system is useful for helping arti�cial intelligence and deep learning tools to
categorize arch �ngerprint database of �ngerprints images thatallows these
tool to be retrained with more accuracy. The VGG16 architectureis one of
deep learning feature selection that is used to classify the datasetof arch
�ngerprint images and a good results are achieved that shown in Table 2.
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