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Abstract

Thailand’s graduate employment data was collected continuously

by the Ministry of Higher Education, Science, Research, and Innova-

tion which resulted in a huge, incomplete, and high dimensional data.

In this paper, we study a model to predict employability and compare

performance usind statistical as well as machine learning models. Our

results show that the significant variables are: graduation year, educa-

tion level, major of study, type of university, ranking, and region. The

four models compared are: logistic regression, decision tree, random

forest, and KNN models. The comparative result shows that the ran-

dom forest and KNN models are suitable for employability prediction

with 70.554% and 70.158% accuracy, 0.746, and 0.762 in AUC. The

Key words and phrases: Graduates employment, Logistic regression,
Classification, Machine learning.
AMS (MOS) Subject Classifications: 62J12.
Corresponding author: Noodchanath Kongchouy noodchanath.k@psu.ac.th
ISSN 1814-0432, 2022, http://ijmcs.future-in-tech.net



366 T. Panityakul, W. Suriyaamorn, R. Chinram, N. Kongchouy

Random Forest Model shows the important variables for prediction

are: university ranking, master’s degree, statistics major, a national

university, and the north-east region. Our study implies that the ran-

dom forest and KNN models can be used to predict employment status

for graduating students, the time when they should apply for work,

and the academic staff they worked under.

1 Introduction

Employment after university graduation is a big problem in Thailand’s so-
ciety. Despite the report from the Ministry of Higher Education, Science,
Research and Innovation (MHESI) showing that during the last 3 years, a
student graduating from a higher education institution has a 68%, 69%, 68%
chance of employability [8], the news always reports an employment prob-
lem [14, 16]. According to the National Statistical Office [10], the most
needed occupations in Thailand are service staff, mathematical, statistical
and health care careers, in that order. Moreover, if the focus is on special-
ized careers, then the mathematical and statistical ones are required most in
the labor market. Such a background not only is essential for mathematics
and statistics fields but also for other careers such as actuarial science and
accounting.

As a government organization, MHESI collects data on graduate em-
ployment from many sources but this data is huge, incomplete, and multi-
dimensional. The appropriate approach to analyze this data is not only from
a statistical sense but also using machine learning methods which are famous
in real-life problems such as financial, business, health or climate data. An
example of machine learning is to predict the behavior of the stock market
[2]. In this paper, statistical and machine learning methods are used to pre-
dict the employment outlook for Thailand’s graduating university students
in Statistics and related fields.

Many kinds of research dealing with graduating students’ employment
exist but they usually focus on data collected from only one university as
it is easy to collect. Naturally, this won’t reflect what is happening at a
different university [1, 5, 18]. Moreover, the research that uses a machine
learning method to analyze students’ employment does not constitute enough
evidence to explain the result. Consequently, the purpose of this work is to
compare and explain the result from a machine learning method as well as a
statistical one.
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2 Methods

Classification is one type of a predictive model that a response variable is
qualitative or categorical. Predicting categorical data can be referred to
predict samples from data that assign some categories in those samples. On
the other hand, it predicts the probability of each category from a coefficient
as linear regression [4]. We use the R software version 3.6.2 to design and
implement statistical and machine learning models.

The simplest and commonly used classification model is the Logistic Re-
gression Model. The response variable for logistic regression is a binary
dependent variable such as employment or unemployment. This model will
predict a probability of the interested event π, also called the odds ratio.
Logistic regression follows (equation (2.1)). From [18], the advantage of lo-
gistic regression is that the coefficient or odds ratio can describe the rate of
change in the probability of employment status. Also, a simple model can
be better than a complicated model as in [1] that compares NB, J48, MLP,
KNN and logistic regression to predict employment status. As a result, the
logistic regression performs better than other models.

log

(

p(X)

1− p(X)

)

= β0 + βiX + ǫi, (2.1)

where p(X)
1−p(X)

is odds or probability that an event occurs, βi is the regression
coefficient and ǫi is an error term.

The Decision Tree Model looks like a tree flowchart where nodes represent
the criteria for variables, branches represent the criteria’s results, and leaves
represent the categories of a sample [4]. This is a simple model from a
machine learning model standpoint that can be interpreted by a tree diagram.
In [15, 9], the authors applied the Decision Tree Model and other models
to predict employability of graduating students as a decision tree standing
for an appropriate model to predict employability with high accuracy and
ease. Moreover, the Decision Tree Model can be applied in other education
situations such as using it to predict students performance by analyzing their
academic status [4] or predicting the university students dropout from the
standpoint of background and status [12] thus developing and implementing
a new strategy for the educational system of their institutions.

The Random Forest Model is a development of the Decision Tree Model
with the idea to construct a set of decision tree models by each decision
tree model containing a random of sample set and variable from bootstrap
sampling. After constructing a decision tree model, every model and clas-
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sified category of sample are combined by using majority vote. To find an
appropriate model, we can try to search the number of the optimal values
of the Random Forest Model parameters to get some important variables for
classification in the model. Parmar et al. [11] studied sentiment analysis on
movie review by using the Random Forest Model and concluded that random
forest performed well with tuning hyperparameters needing special attention
to get an appropriate model. The application of the Random Forest Model
to educational research is to predict the graduates’ employment from factors
such as gender, student degree or dropouts [3].

The k-Nearest Neighbors (KNN) Model is a simple model by learning
from the data. The classification of a new unknown sample is compared with
the sample set in the data. Then, the most similar sample from data with
the unknown samples will classify that sample [4]. To define the similarities
among samples, this model uses a distance function to measure the distance
among samples. The Euclidean distance (2.2) is commonly used. In addition,
the KNN Mmodel compares data samples, normally using an odd number
of them in order to classify the output on the basis of a majority vote. On
the other hand, the number of k-samples to classify new data may affect
the performance of the model to find an optimal value of k to form a good
model. Rahman et al. [13] studied both a supervised and unsupervised
learning model by comparing decision tree, the näive Bayes and the KNN
model to predict employment status and concluded that the KNN model
achieved the highest accuracy.

d(x, y) =
√

∑

(xi − yi)2 (2.2)

Pre-processing:

The objective was to construct a classification model that predicts the
status of graduating students by using data sourced from MHESI. The data
was collected after contacting all universities in Thailand from 2013 to 2017
and consisted of 703777 records. The first step was to filter these records
arranged by year, students with bachelor’s degree in applied mathematics,
applied statistics, and statistics major. Then the data underwent a cleaning
process to remove those with undefined category, missing value and outlier
by applying the KNN imputation method. Minakshi et al. [7] showed that
KNN imputation was better than other imputation methods.

Using the data received from every university in Thailand, we can extract
a variable for explaining the student employability by using the different
regions, university ranking, and the position of a university among 9 that
the government classifies as national research universities. After cleaning the
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data set, the variable to predict student employment status are: university
name, graduating year, education level, major of study, type of university,
ranking, national research university, and region of university. The details
are described in table 1.

Table 1: List of variables

No. Variable Value
1 University name BUU, CU, CMU,. . . , TU, TSU
2 Year of graduate 2013 - 2017
3 Education level Bachelor, Master, Ph.D.
4 Study major Apply Math, Apply Stat, Statistic
5 Type of university Government, National university
6 Ranking In THE ranking, Not in THE ranking
7 National research university Research, Not research university
8 Region North, North East, Central,. . . , South

Variable selection and simple visualization use a confident interval plot
for adjusted means for each variable in the univariate model and full model.
Then select the significant variable to construct a classification model. The
advantage of this approach is clearly in seeing the difference in confident
intervals in every variable by using contrast matrices. In addition, this is not
considered with a baseline on a dummy variable [17] and can be applied to
the classification problem with a confident interval for adjusted proportions
[6]. Figure 1 shows the selected variable from the confident interval plot.
We can see which confidence interval does not cross the overall means line;
that is, this factor gives the different proportions of employment status. The
selected variables from figure 1 are: year of graduation, education level, major
of study, type of university, ranking, and region. The data set used in this
study consists of 3,969 samples and 6 variables.

The Effective Classification Model not only predicts the data that is used
to construct model but also predicts the unknown data. To improve the
performance of the classification model and avoid over fitting problems, the
data separation approach is used to improve the model. Training data and
testing data are separated to a 70:30 ratio before constructing a classification
model. Moreover, k-folds cross validation and parameter tuning are used to
evaluate the classification model with complicated models.
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Figure 1: Confident interval plot for classification model.

Performance measure:

This paper uses the measurement to evaluate the performance of a clas-
sification model are accuracy, precision and area under ROC curves (AUC).
Accuracy is one of the easy measurements that is used to measure correct
predict values from a number of all predictions. The calculations are usually
presented in percentages. The formula for accuracy is:

Accuracy =
TP + TN

TP + FP + TN + FN
, (2.3)

where TP is true positive, TN is true negative, FP is false positive, and FN

is false negative.
Accuracy may not yield enough information to compare a model. Therefore,
other parameters are also taken into consideration.

Precision is the measurement of predictive model performance. It is con-
sidered to be a focused outcome from the predicted result and gets employed
by using the formula:

Precision =
TP

TP + FP
(2.4)

The area under the receiver operating characteristic curve (AUC) is a famous
measurement for the classification model. A receiver operating characteristic
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curve is considered with true positive rate (TPR) and false positive rate
(FPR), also known as sensitivity and 1-specificity. For an effective model, a
curve will be higher that orthogonal and the area under the curve will close
to one value.

3 Results and Discussion

In this section, we compare the results for the four methods. The testing
mechanism uses a 10-fold cross-validation with the R programming software.
In cross-validation, the data are separated into 10 pieces, 9 of which are used
for modeling and the last one is used to test the model. We then repeat the
same process by changing the test data to new pieces until the last piece of
test data. The data have been applied with four models: logistic regression,
decision tree, random forest and KNN model. The performances of classi-
fication models are compared for accuracy, precision and area under ROC
curve (AUC).

Table 2: Classification accuracy and precision from four models

Methods Accuracy (%) Precision (%)
Training data Testing data Training data Testing data

Logistic Regression 65.047 65.827 67.136 68.939
Decision Tree 64.795 66.919 70.499 73.913
Random Forest 70.554 68.262 70.921 70.862

KNN 70.158 67.003 70.928 70.125

Table 2 shows the percentage of accuracy from the classification mod-
els. Also, the table shows a comparison of training data and testing data
to conclude the performance of models. Moreover, the effective model could
be predicting new data that the model didn’t know similar to a performance
from data that use to construct a model. The result from the Random Forest
Model achieved the highest accuracy percentage compared to other models,
70.554% in training data and 68.262% in testing data. The second accuracy
percentage is from the KNN model, 70.158% in training data and 67.003%
in testing data. The first and second models have a few differences from the
accuracy percentage. Furthermore, table 2 also shows a percentage of preci-
sion to predict ”employed” status from the classification model. The highest
precision is from KNN model, 70.928% in training data and the second is
from Random Forest Model, 70.921% in training data. For testing data, the
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highest precision is from decision tree model, 73.913% and the second is from
Random Forest Model, 70.862%. The precision represents a performance of
the classification model as a focus outcome. In this case, predicting employ-
ability status from decision tree, random forest and KNN models are quite
high.

Figure 2: Receiver operating characteristic curve from training data and
testing data.

Figure 2 shows the receiver operating characteristic curve with four mod-
els and compares them with training data and testing data. ROC curve of
random forest and KNN model in training data are higher than logistic re-
gression and decision tree models. That makes the area under the curve also
high. Consider an area under ROC curve. If an area is close to one, then
that represents an effective classification model. The result from the KNN
model achieved the highest value of AUC, 0.762 in training data and 0.733 in
testing data. The second AUC is a Random Forest Model, 0.746 in training
data and 0.727 in testing data.

From both classification models, there were differences. The Random
Forest Model was complicated and took a long time to construct a model by
using a bootstrap method that was hard to represent but showed an impor-
tant variable to use in the model. However, the KNN model was a simple
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model learning from the data sample but unable to show the model’s struc-
ture and the important variable as it didn’t use the information from data
for construction.
The most important variables from the Random Forest Model were: ranking,
master level, Statistics major, national university, and North-East region, re-
spectively. As we were unable to know the rate that affects the opportunity
of employability, we had to consider this model with a statistical one to com-
pare.

Back to figure 1, we can see that a high adjusted mean of employment
rate from a confident interval plot is: Ph. D. level, no ranking, master level,
Statistics major, and government university. The result is similar to the
Random Forest Model which considers an important variable. The Ran-
dom Forest Model provides an important variable in: ranking, master level,
statistics major, and national university. This is an important variable for the
opportunity to get employment. The reason that an important variable from
the Random Forest Model is different from the Logistic Regression Model
is an algorithm to set up baseline for each categorical variable. Besides, we
can interpret an important variable from the Random Forest Model with the
result from figure 1.

4 Conclusion

The main issue of this study was predicting employability. This study at-
tempts to explain the significant variables and visualization from classifica-
tion models based on sample data obtained from MHESI. In order to con-
struct an effective model from different methods, we designed and imple-
mented to predict employment. Our result showed that the Random Forest
Model was superior to the KNN Model with accuracy, precision percentage,
and area under ROC curve. The result on the confident interval plot was
similar to descriptive statistics to show the difference in employment rate
from each variable level and with important variables from the predictive
model. As the Random Forest and KNN models can be used to predict
employability, the person in charge at a university can then advise his/her
students to follow the right paths to secure a good future.
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