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Abstract

In this paper, we introduce a method to find the square root of
non-singular matrices with non-negative eigenvalues. Our method ex-
tends and generalizes the corresponding approach for 2 x 2 matrix. In
addition, an illustrative example is given.

1 Introduction

Let M, denote the set of n x n complex matrices. The identity in M, is
denoted by I,. A matrix B is a square root of a matrix A if B> = A and
we will denote it by B = v/A. The square root matrix with most practical
interest is the one whose eigenvalues are non-negative, which is called the
principal square root. If A is nonsingular and has non-negative eigenvalues,
then A has a unique principal square root.

The square root of a matrix has applications in many problems like com-
putation of the polar decomposition, solution to differential equations, the
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matrix sign function, and Markov models of finance. In 2011, Al-Tamimi
[4] introduced a new method for finding the square root of a certain class of
2 x 2 matrix using the Cayley-Hamilton theorem. Our method generalizes
that method for n x n positive semidefinte matrices.

2 Main Results

In what follows, the set of all n x n non-singular matrices M/ (R) over R with
non-negative eigenvalues. Let y4(z) denote the characteristic polynomial of
a matrix A. If X is an eigenvalue of matrix A, then ya(\) = 0.

Lemma 2.1. Let A € M!(R). If X is an eigenvalue of A, then neither v/A
nor — /X is an eigenvalue of matriz B = V/A.

Proof. Let A be an eigenvalue of A. Then A > 0 and Av = Av for some
non-zero vector v. Thus B%v = Av. So neither v/A nor — v/\ is an eigenvalue
of B.

O

Proposition 2.2. Let A € M/ (R).
If B = VA, then xa(z) = (=1)"x5(V2)x5(—V).

Proof. Let A1, Aa, ..., Ay Aktt, - - -, Ay be all eigenvalues of A. Using Lemma
2.1, suppose that VA1, Vs, ..., VA and —v X es1, =V Aeta, . .., —V A\, are
all the eigenvalues of B. Then xp(z) = (2—vA1) - - (2—vV o) (v Nes1) - - - (24
VA, and

s (VEIXB(=VE) = (VE = VI)(VE = Vi) -+ (v = V)
(Va4 VA1) - (VI + VA1) (VT + V)
(—Z = V) (=T = VA) - (=T — VM)
(VT + VNs1) - (VT + V) (VT + V)
= ()‘1_x>(>‘2_1’)'~'(}\k—x>(>\k+1—SL’)"-(An—x)
=(=D"xz—=X) - (x = ) — A1) - (= \p)

= (=1)"xa(z).
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Theorem 2.3. Let A € M!(R) and let B = V/A.

(1) ]fn = 2]{7, then B = (Ak + bgk_QAk_l + -+ b(][)(—bgk_lAk_l — e —
bll)_l.

(2) ]fn = 2]{?4—1, then B = (—bgkAk—- : -—bo])(Ak+b2k_1Ak_1+' : '+b1)_1.
Proof. Let xa(z) = 2" + ap_ 12" ' + -+ + a17 + ap and let xyp(z) = 2" +
by 12" 4+ - b1 x+by be characteristic polynomials of A and B, respectively.

By the Cayley-Hamilton theorem, we have yg(B) = 0.
(1). If n =2k, then

B 4 by 1 B* 14 4 b B+by I =0

B2k + b2k_2B2k—2 NS bQI — _b2k_1B2k—1 L blB
B 4 by _oB* 2 ... 4 byl = B(=by_B*72 — ... — b, I).
Thus B = (B2k + ka_gB2k_2 +--+ b(][)(—bgk_lB2k_2 — e — blf)_l
implies that B = (A* + by_o A* L oo 4 bl ) (—bgp_ AL — o — b 1)L,
(2). If n =2k + 1, then similarly by the Cayley-Hamilton theorem we get
B(B* 4 by,_B*72 4 ... 4 b 1) = —by, B* — ... — byl
So B = (—by, B* — -+ - —boI)(B? + by, B*~2 + ... 4+ b, 1)1, Consequently,
B = (b A" — - — b D) (A" + by AP D)

The following example illustrates our method.

Example 2.4. Let A = . Then we have to find VA by using

o O =
O =~ =
Nl e

Theorem 2.3.

The characteristic polynomial of A is y4(\) = 2® — 1422 + 49z — 36. If
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B? = A, then, by Proposition 2.2, we have

(=1)"(Pa(x)) = (Pp(v2))(Pp(—V7))
(=1)%(2® — 142% + 492 — 36) = ((—v2) + bo(v/7)? — b1 (V/x) + by)
(Vx)? + ba(Vx)? + b1 (V) + bo)
= —2° = b(Va)’ = (V) + bo(vVr)’
+bo (V1) + baba (V)" + babi (vV2)? + babo(v/x)?
—bi (Vz)* = bibo(Vx)? — biby (VT)? — bibo (V)
+bo(v/x)? + boba(v/T)? + bob1 (V) + bobo
= —2® — (by — baby + by)x® — (—byby + byby — boby)x — (—boby)
= —a® — (2by — b3)a? — (—2byby + b3)z — (—b2)
= (=1)(2® + (2b1 — b3)x* 4+ (—2boby + bT)z + (—b7)).
Thus b = 36, —2beby+b? = 49 and —14 = 2b; —b2. By direct computation, we
get (b, by, by) = (6,—7,0),(=6,-7,0),(—6,1,4),(6,1,—4), (6,11, —6), (6,11, 6),

(—=6,—5,2),(6,—5,—2). If we consider (bg, by, by) = (6, —7,0), then by The-
orem 2.3

B = (bgA+byl)(—A—b 1)

100 11 1 10 0]\ "
= 0+6(0 1 0 — 10 4 1] =(=7)jo 1 0
001 009 001
-1 2
_ 3 3
= 1o 2 -1
0 0 -3
In the same way, we have
2 2
BT T B RS G B S N
3 3 ? ?
0 =2 T)vjo =2 —|"|0 2 2|
00 31 1o o -3 0 0 3
1 7 17
1 = =] [=1 -2 —= 1 1
330 330 [P by -1 1 =5
025’0—2_5’0—21’%‘102—1
00 3 0 0 -3 0 0 3 0 0 -3

are square roots of A.
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