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Abstract

We use the Stein-Chen method and the beta geometric w-functions

to give a bound for the total variation distance between the distribu-

tion of a sum of independent beta geometric random variables and a

Poisson distribution with mean
∑n

i=1
βi

αi−1 , where αi and βi are pa-

rameters of each beta geometric distribution. With this bound, the

Poisson distribution with this mean can be used as a good estimate

when all βi are small and all αi are large.

1 Introduction

LetX1, ..., Xn be independently distributed beta geometric random variables,
each with probability mass funtion P (Xi = k) = αiΓ(βi+k)Γ(αi+βi)

Γ(βi)Γ(αi+βi+k+1)
, k ∈ N ∪

{0}, mean µi =
βi

αi−1
and variance σ2

i = αiβi(αi+βi−1)
(αi−2)(αi−1)2

, where αi > 2. Let X =
∑n

i=1Xi and let Zλ denote the the Poisson random variable with mean λ =
∑n

i=1 µi. In this paper, we give a bound for approximating the distribution
of X by a Poisson distribution with mean λ, in the form of total variation
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distance

dTV (X ,Zλ) = sup
A⊆N∪{0}

|P (X ∈ A)− P (Zλ ∈ A)|. (1.1)

The tools we use are the Stein-Chen method and w-functions, which are
in Section 2. In Section 3, we obtain the result using these tools. In Section
4, we conclude our paper.

2 Method

In the following lemma, we present each w-function associated with the cor-
responding beta geometric random variable.
Lemma 2.1. [2] For 1 ≤ i ≤ n, let wi be the w-function associated with beta

geometric random variable Xi. Then

wi(k) =
(k + 1)(βi + k)

(αi − 1)σ2
i

, k ∈ N ∪ {0}. (2.2)

The Stein-Chen method can be applied [1] for every λ > 0, every subset
A of N ∪ {0} and the bounded real valued function g = gA : N ∪ {0} → R.
Thus, Stein’s equation for approximating the distribution of X by the Poisson
distribution with mean λ can be written as

P (X ∈ A)− P (Zλ ∈ A) = E[λg(X + 1)− X g(X )],

which gives

d(X ,Zλ) = |E[λg(X + 1)− X g(X )]|, (2.3)

where d(X ,Zλ) = |P (X ∈ A)− P (Zλ ∈ A)|.
For any subset A of N ∪ {0} and for every x ∈ N, Barbour et al. [1]

showed that

sup
A

|∆g(x)| = sup
A

|g(x+ 1)− g(x)| ≤
1

x
. (2.4)

3 Result

In the following theorem, we present a bound for the total variation distance
between the distribution of a sum of independent beta geometric random
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variables, P (X ∈ A), and a Poisson distribution with mean λ =
∑n

i=1 µi,
P (Zλ ∈ A) for every A ⊆ N ∪ {0}.
Theorem 3.1. With the definitions mentioned above, we have the following

inequality:

dTV (X ,Zλ) ≤

n
∑

i=1

αiβi(βi + 2)

(αi − 1)2(αi + βi)
. (3.5)

Proof. From (2.3), we have

d(X ,Zλ) = |E[λg(X + 1)−X g(X )]|

= |λE[∆g(X )]− Cov(X , g(X ))|

=

∣

∣

∣

∣

∣

n
∑

i=1

µiE[∆g(X )]−

n
∑

i=1

σ2
i E[wi(Xi)∆g(X )]

∣

∣

∣

∣

∣

(by following [3]).

By applying (1.1), we have

dTV (X ,Zλ) = sup
A⊆N∪{0}

∣

∣

∣

∣

∣

n
∑

i=1

E
{

[µi − σ2
iwi(Xi)]∆g(X )

}

∣

∣

∣

∣

∣

by (1.1)

≤
n

∑

i=1

∞
∑

x=1

∣

∣

∣

∣

βi

αi − 1
−

(x+ 1)(βi + x)

(αi − 1)

∣

∣

∣

∣

1

x
P (Xi = x)by (2.2) and (2.4)

=

n
∑

i=1

∞
∑

x=1

x+ βi + 1

αi − 1
P (Xi = x)

=
n

∑

i=1

µi + (βi + 1)(1− P (Xi = 0))

αi − 1

≤

n
∑

i=1

αiβi(βi + 2)

(αi − 1)2(αi + βi)
.

which yields the result in (3.5). �

The following Corollary follow immediately from Theorem 3.1:
Corollary 3.1. If αi = α and βi = β for every i ∈ {1, ..., n}, then

dTV (X ,Zλ) ≤
nαβ(β + 2)

(α− 1)2(α + β)
. (3.6)
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4 Conclusion

The bound for the total variation distance between the distribution of a
sum of independent beta geometric random variables and a Poisson distri-
bution was given by using the Stein-Chen method and the beta geometric
w-functions. The Poisson distribution with this mean can be used as a good
estimate when all βi are small and all αi are large.
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