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Abstract

Detecting and analyzing human face represent a necessity in many
areas such as medicine, security, education, human-computer interac-
tion, and much more. Face emotions recognition (FER) is one of the
important aspects of face image analysis that is needed in many ap-
plications and technologies. In general, the research work in this area
concentrates on enhancing the detection accuracy and decreasing the
time needed for detection. In this work, the FER hybrid algorithm
based on V-J (Viola-Jones) and CNN algorithms is tested, analyzed,
and evaluated considering different aspects among which are the prin-
ciple of work and factors involved and affecting it, the efficiency, the
prospect of improving, and the possibility of exchanging the role be-
tween the V-J and CNN algorithms.

1 Introduction

Face detection used to find the human face location and size in a digital im-
age [1]. Essentially, face detection are used by all facial analysis algorithms
such as, face enhancement [2], face liveliness detection [3], gender and age
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detection [4], face emotion recognition, face identification [5], face recognition
[6] and [7], face alignment, face feature extraction [8]-[11] and many more.
In this work, face detection is used as an essential step to accomplish facial
emotion recognition (FER), which recently has attracted growing attention.
FER is an important technology that is used to analyze facial expressions
from both images and videos [12] to reveal information on human emotional
state. Emotional aspects is essential for social communications and decision
making. It can be widely applied to various areas, such as mental diseases
diagnosis and Human-Machine Interaction [13]. Facial emotion recognition
technology still face and produce challenges when classifying people’s emo-
tions, such as the variations in age, gender, and ethnicity, in addition to the
variations in image quality [14]. Moreover, the system always links facial
expressions automatically to certain emotions and so it cannot distinguish
which ones are genuine and which are not.

2 Tests

In this work, we concentrate on testing and analyzing both human face detec-
tion and emotion recognition. The facial emotion recognition process mainly
consists of three phases: detecting the face, extracting face features, and clas-
sifying face expression. In this work, face is detected by using Viola-Jones
algorithm, while facial feature extraction and expression classification is ob-
tained by the convolution neural network.
In 2001, Viola and Jones [15] were the first to introduce their Viola-Jones
algorithm for frontal face detection. It mainly consist of four steps: Haar-like
features, integral image, Adaboost, and cascade classifier. It is implemented
using Python software with the aid of OpenCV and Numpy libraries under
PyCharm IDE.
In this work, we obtain tests implemented on face detection by adopting one
of the trained classifier models of (OpenCV-HaarCascade) called (“haarcas-
cade frontalface alt2.xml”). This classifier is already trained on two sets of
images (positive and negative) and it is ready to be used for face detection
[16] and [15].
The first test is a preliminary test implemented on detecting faces in differ-
ent single images with different characteristics. Some images are in GRAY
color and others are in RGB color and they are of different resolutions. All
input images contain frontal faces of various genders, ages, ethnicities, and
expressions. Some images contain only single face while others contain sev-
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eral faces. In addition, faces are in different orientations such as tilted faces
and upside down faces.
The second test is implemented on a folder of multiple images. Here, the
source folder path is specified once at first and then the samples are fed one
by one. The used images are in different resolutions and they are either in
GRAY or RGB color. An outcome destination folder is used to save all de-
tected faces after cropping them.
The third test is implemented using samples of animal faces. Moreover, tests
are implemented on samples of faces but after removing one or more features
like eyes, eyebrows, lips, nose, and face border. Later, the algorithm is fed by
samples of faces with abnormal (12) face expressions. Finally, the algorithm
is implemented on thermal images of faces.
Convolutional Neural Networks serves the purpose of feature extraction and
emotion recognition.
In this work, the CNN model is trained on emotion classes at first and then
used for facial emotions classification. The CNN model is trained on com-
monly used real expression dataset, FER-2013. The model used in this work
consists of (11) layers. The first four layers are similar in their structure.
Each one of them consists of two convolution layers and one max pooling
layer. The fifth and sixth layers are implemented by using flattening. Fi-
nally, the output layer is dense layer. The CNN model is implemented using
Python software and with the help of Keras library and using GPU.
At first, the CNN model is trained on five classes (emotions) of FER 2013
and then the CNN model is trained on seven classes of FER2013. The aim of
this test is to see the impact of the class’s number on the CNN classification
performance. After that, the CNN model is trained on face detection; i.e.,
on only two classes (faces and not faces). The faces’ images consist of only
one human face while the non-faces’ images consist of different topics such
as cars and nature (but does not contain any human face). The training
samples are (15300) and the testing samples are (14000). Then the last tests
implemented on the hybrid algorithm (Viola-Jones + CNN) using different
face images from the World Wide Web to detect faces and their emotions.

3 Results

The results of Viola-Jones tests show that face border is an important feature
in face detection. As shown in the figure (1), faces without borders are not
detected. In addition, face detection becomes difficult when two features are
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Figure 1: Faces without borders.

Figure 2: Faces with abnormal expression.

missing at the same time such as, eyes and eyebrows, nose and eyebrows, or
nose and lips, and of course the case worsen with three features missing.
Other test results show that sometimes Viola-Jones is unable to detect faces
with abnormal expressions as shown in figure (2).
Moreover, from the implemented tests, we noticed that some images of animal
faces and specifically monkey faces are detected and/or located falsely.
Consequently, results on thermal images show that sometimes colored or gray
thermal images are detected as shown in figure (4).
Some advantages and disadvantages of Viola-Jones algorithm are listed in
Table 1:

Table 1: Advantages and disadvantages of Viola-Jones Algorithm.

Regarding emotion recognition by CNN, tests results show that CNN can
be used in detecting and classifying objects. The CNN model structure is
divided into two main parts: the feature extracting part and the classification
part. This indeed gives more flexibility to design different models. Moreover,
the efficiency of emotion classification by CNN is decreased when categories
(classes) number increase and they overlap. For instance, the used CNN

Figure 3: Faces of animals (monkeys).
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Figure 4: Tthermal images of faces.

model is implemented in three cases: two, five, and seven classes. We noticed
that the obtained accuracy is 98%, 73%, and 63%, respectively. The test
results also show that the efficiency affected by other conditions such as the
size and richness of the training dataset, face emotions with low expression
intensity, image with low resolution and high variation in illumination, and
some images of faces that contain mixed emotions. Some advantages and
disadvantages of CNN are listed in Table 2:

Table 2: Advantages and disadvantages of CNN.

4 Conclusions

This work was based on tests and analyzed a hybrid algorithm which com-
bined two important algorithms: One was used for face detecting (Viola-
Jones) and the other was used for emotion recognition (CNN). This hybrid
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algorithm considered was a highly efficient algorithm that can be used for a
system intended for detection and classification purposes together.
The implemented tests shows that V-J algorithm excelled in the object de-
tecting purposes, while convolutional neural network excelled in the analysis
purposes such as classification and recognition of human emotions. The
Viola-Jones algorithm was not suitable for classifying human emotions be-
cause it was a binary classifier; i.e., it was used to detect the existence and
non-existence of an object. On the other hand, CNN was not suitable for
detecting human face because it was incapable of realizing the location and
the orientation of the objects within images.
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