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#### Abstract

In this paper, we present a new analytical scheme to generate atomic solutions of partial differential equations. The theory of tensor product in Banach spaces coupled with some features of atomics operators are utilized to attain our results. Some demonstrative examples are given for completeness.
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## 1 Introduction

A Partial Differential Equation (PDE) is an equation involving an unknown function of several variables and its partial derivatives [1, 2]. Many of the foundational theories underlying physics and engineering are expressed by means of partial differential equations $[3,4,5]$. For example, the theory of electromagnetism, including light, can be handled by four partial differential equations called Maxwell's equations. The motion of fluids (including both air and water) can be modeled by the Navier-Stokes system of partial differential equations. Moreover, the continuum mechanics theory, that is used to describe the mechanical behavior of many complex dynamic systems such as granular materials and financial markets, is based on the formulation of partial differential equations [6]. Unlike the theory of ordinary differential equations which centers upon one main theorem that is the existence and uniqueness theorem, it is not easy to master the theory of partial differential equations $[7,8,9,10]$. There is no general theory known concerning the solvability of all partial differential equations of a given order, even numerically, and classes for which we have general analytic methods of solution are quite restricted $[11,12,13]$. Thus we have to study fairly small classes of partial differential equations individually $[14,15]$.

The Fourier method, or separation of variables, is one of the most used methods for solving partial differential equations. The concept behind this approach is to reduce the linear partial differential equation to a collection of ordinary differential equations, from which additional solutions can be constructed by generating linear combinations of the original set of solutions, so making use of the notion of superposition $[16,17]$. The variable separation method is not without its limits, though. To apply this strategy, a lot of restrictions must be placed on the coefficient expressions and the companion beginning and boundary conditions. It is only useful in extremely rare situations where high degree of symmetry equations are involved. When using the separation of variables method to solve partial differential equations, the solution is typically divided into a product of functions, each of which depends on a single independent variable. In other words, the final solution can be expressed as the product of multiple functions, each of which depends only on one independent variable.

Some of the analytical and numerical techniques of solving partial differential equations are Fourier transform, Laplace transform, Green's functions, finite element method (FEM), finite volume methods (FVM), and finite difference methods (FDM) [18, 19]. In 2010, Khalil [20] introduced a novel
method to solve differential equations for both ordinary and fractional orders. This technique was based on the theory of tensor product of Banach spaces and it can be utilized to obtain the so-called atomic solutions of the differential equation under study. As far as we know, there are a few studies regarding such a technique that were put forward to solve linear and nonlinear 2D partial differential equations. From this point of view, in this paper, we endeavor to introduce a new analytical approach for producing atomic solutions for some kinds of partial differential equations. Before we introduce our main result for atomic solutions of partial differential equations with ordinary orders, we commence with the next definition and theorem [21, 22, 23, 24, 25].

## 2 Atoms Operators

In this section, we introduce some preliminaries related to the main result of this paper.

Definition 2.1. [22] Let $X$ and $Y$ be any two Banach spaces and let $X^{*}$ is the corresponding dual space of $X$. For $x \in X$ and $y \in Y$, the operator $T: X^{*} \rightarrow Y$, defined by

$$
T\left(x^{*}\right)=x^{*}(x) y=\left\langle x, x^{*}\right\rangle y
$$

is a bounded one rank linear operator. We write $x \otimes y$ for $T$ and such operators are called atoms.

Atoms are used in the theory of best approximation in Banach spaces [26, 27] and they are considered among the fundamental ingredients in the theory of tensor product. One of the known results that we need in our paper can be presented in the next theorem [28] which guarantees that if the sum of two atoms is an atom, then either the first components are dependent or the second ones are dependent.

Theorem 2.2. [28] Let $x_{1} \otimes y_{1}$ and $x_{2} \otimes y_{2}$ be two nonzero atoms in $X \otimes Y$ such that

$$
x_{1} \otimes y_{1}+x_{2} \otimes y_{2}=x_{3} \otimes y_{3} .
$$

Then either $x_{1}=x_{2}=x_{3}$ or $y_{1}=y_{2}=y_{3}$.
A nice application of tensor product is the next interesting theorem.

Theorem 2.3. [24] Let $I$ and $J$ be two compact intervals, and $C(I), C(J)$, and $C(I \times J)$ be the spaces of continuous functions on $I$, $J$, and $I \times J$, respectively. Then every $f \in C(I \times J)$ can be written in the form

$$
\begin{equation*}
f(x, y)=\sum_{i=1}^{\infty} u_{i}(x) v_{i}(y) \tag{2.1}
\end{equation*}
$$

where $u_{i}(x) \in C(I)$ and $v_{i}(y) \in C(J)$.
In this paper, our main object is to obtain an atomic solution that is a solution of the form $u(x, y)=P(x) Q(y)$ to the following partial differential equation

$$
u_{x x}(x, y)+u_{x y}(x, y)=f(x) g(y)
$$

where $u$ is an unknown function and $f, g$ are given. Clearly, equation (3.2) is inseparable as we cannot move the $x$-terms to one side and the $y$-terms to the other. Hence the method of separation of variables does not work.

## 3 General Scheme for Atomic Solution Method

Consider the following general two-dimensional non-homogeneous linear partial differential equation:

$$
\begin{equation*}
u_{x x}(x, y)+u_{x y}(x, y)=f(x) g(y) \tag{3.2}
\end{equation*}
$$

where $u$ is an unknown function and $f, g$ are given and subject to the following conditions:

$$
\begin{equation*}
u(0,0)=1, \quad u_{x}(0,0)=1, \text { and } \quad u_{y}(0,0)=1 \tag{3.3}
\end{equation*}
$$

According to Theorem 2.2, we start our approach with assuming that

$$
\begin{equation*}
u(x, y)=P(x) Q(y) \tag{3.4}
\end{equation*}
$$

Now, we substitute (3.4) into the main partial differential equation (3.2). Hence

$$
\begin{equation*}
P^{\prime \prime}(x) Q(y)+P^{\prime}(x) Q^{\prime}(y)=f(x) g(y) \tag{3.5}
\end{equation*}
$$

Clearly, each term of (3.5) is just a product of two functions one of them is pure in $x$ and the other is pure in $y$. Therefore, in tensor product form, (3.5) can be presented as

$$
\begin{equation*}
P^{\prime \prime}(x) \otimes Q(y)+P^{\prime}(x) \otimes Q^{\prime}(y)=f(x) \otimes g(y) \tag{3.6}
\end{equation*}
$$

which implies that the sum of two atoms is an atom. By Theorem 2.3, we have one of the following two cases:

$$
\begin{align*}
& \text { (i) } P^{\prime \prime}(x)=P^{\prime}(x)=f(x),  \tag{3.7}\\
& \text { (ii) } Q^{\prime}(y)=Q(y)=g(y)
\end{align*}
$$

Case ( $i$ ) : This case has the following three situations:
(a) $P^{\prime \prime}(x)=P^{\prime}(x)$,
(b) $P^{\prime \prime}(x)=f(x)$,
(c) $P^{\prime}(x)=f(x)$.

From (3.3), without loss of generality, we can assume that

$$
\begin{equation*}
P(0)=Q(0)=P^{\prime}(0)=Q^{\prime}(0)=1 \tag{3.8}
\end{equation*}
$$

From situation (a) and conditions (3.8), we get

$$
\begin{equation*}
P(x)=e^{x} \tag{3.9}
\end{equation*}
$$

Now, by considering (3.9) and both situations (b) and (c), we have $f(x)=e^{x}$. Thus an atomic solution can be obtained for case $(i)$ provided that $f(x)=e^{x}$; otherwise, there is no available atomic solution.

The next step is to substitute $P(x)=f(x)=e^{x}$ into (3.5) which implies

$$
\begin{equation*}
Q^{\prime}(y)+Q(y)=g(y) \tag{3.10}
\end{equation*}
$$

Clearly, (3.10) is a first order linear ordinary differential equation and its general solution can be obtained by multiplying equation (3.10) by the integrating factor; namely, $I=e^{y}$. Hence

$$
\begin{equation*}
Q(y)=e^{-y} \int e^{y} g(y) d y \tag{3.11}
\end{equation*}
$$

Thus the first atomic solution with respect to case $(i)$ can be obtained by considering (3.4), (3.9) and (3.11) as follows:

$$
\begin{equation*}
u_{1}(x, y)=e^{x}\left(e^{-y} \int e^{y} g(y) d y\right) \tag{3.12}
\end{equation*}
$$

On the other hand, for case (ii), we have the following three situations

$$
\begin{aligned}
& \left(a^{*}\right) Q^{\prime}(y)=Q(y), \\
& \left(b^{*}\right) Q^{\prime}(y)=g(y), \\
& \left(c^{*}\right) Q(y)=g(y) .
\end{aligned}
$$

From situation ( $a^{*}$ ) and (3.8), we get

$$
\begin{equation*}
Q(y)=e^{y} \tag{3.13}
\end{equation*}
$$

Now, by considering (3.13) and both situations $\left(b^{*}\right)$ and $\left(c^{*}\right)$, we have $g(y)=$ $e^{y}$. Thus, a second atomic solution can be obtained for case (ii) provided that $g(y)=e^{y}$; otherwise, there is no available atomic solution for this case. Our next step is to substitute $Q(y)=g(y)=e^{y}$ into (3.5) which implies

$$
\begin{equation*}
P^{\prime \prime}(x)+P^{\prime}(x)=f(x) \tag{3.14}
\end{equation*}
$$

Clearly, (3.10) is a second order linear non-homogeneous ordinary differential equation with constant coefficients and its general solution has the form $P(x)=P_{h}(x)+P_{p}(x)$, where $P_{h}(x)=2-e^{-x}$ is the complementary solution that can be obtained by considering the companion homogeneous equation; namely, $P^{\prime \prime}(x)+P^{\prime}(x)=0$ together with $P(0)=1$ and $P^{\prime}(0)=1$ (3.8). While the particular solution $P_{p}(x)$ can be obtained by the method of variation of parameters as follows:

$$
\begin{align*}
P_{p}(y) & =\int \frac{-e^{-x} f(x)}{W\left[1, e^{-x}\right]} d x+e^{-x} \int \frac{f(x)}{W\left[1, e^{-x}\right]} d x \\
& =\int f(x) d x-e^{-x} \int e^{x} f(x) d x \tag{3.15}
\end{align*}
$$

where $W\left[1, e^{-x}\right]$ is the Wronskian of 1 and $e^{-x}$. Therefore, the general solution to (3.14) is given by

$$
\begin{align*}
P(x) & =P_{h}(x)+P_{p}(x) \\
& =2-e^{-x}+\int f(x) d x-e^{-x} \int e^{x} f(x) d x \tag{3.16}
\end{align*}
$$

Hence the second atomic solution with respect to case (ii) can be obtained by considering (3.4), (3.13) and (3.16) as follows:

$$
\begin{equation*}
u_{2}(x, y)=e^{y}\left(2-e^{-x}+\int f(x) d x-e^{-x} \int e^{x} f(x) d x\right) \tag{3.17}
\end{equation*}
$$

## 4 Applications

In this section, we utilize the new method of atomic solutions to derive two examples for solving partial differential equations for which the separation of variables method does not work. These examples are provided to describe how one can deal with linear and nonlinear 2D partial differential equations, respectively.

Example 1. Consider the following linear 2D partial differential equation

$$
\begin{equation*}
u_{x x}+u_{y y}=u_{x y} \tag{4.18}
\end{equation*}
$$

where $u(x, y)$ is the unknown function and subject to the following conditions:

$$
\begin{equation*}
u(0,0)=1, \quad u_{x}(0,0)=1, \text { and } \quad u_{y}(0,0)=1 \tag{4.19}
\end{equation*}
$$

By substituting $u(x, y)=P(x) Q(y)$ into (4.18) we get

$$
\begin{equation*}
P^{\prime \prime}(x) Q(y)+P(x) Q^{\prime \prime}(y)=P^{\prime}(x) Q^{\prime}(y) . \tag{4.20}
\end{equation*}
$$

Therefore, in tensor product form, (4.20) becomes

$$
\begin{equation*}
P^{\prime \prime}(x) \otimes Q(y)+P(x) \otimes Q^{\prime \prime}(y)=P^{\prime}(x) \otimes Q^{\prime}(y) \tag{4.21}
\end{equation*}
$$

By Theorem 2.3, we have one of the following two cases:

$$
\begin{align*}
& \text { (i) } P^{\prime \prime}(x)=P^{\prime}(x)=P(x)  \tag{4.22}\\
& \text { (ii) } Q^{\prime \prime}(y)=Q^{\prime}(y)=Q(y)
\end{align*}
$$

Hence, for case ( $i$ ), we have the following three situations:
(a) $P^{\prime \prime}(x)=P^{\prime}(x)$,
(b) $P^{\prime \prime}(x)=P(x)$,
(c) $P^{\prime}(x)=P(x)$.

From (3.3), without loss of generality, we can assume that

$$
\begin{equation*}
P(0)=Q(0)=P^{\prime}(0)=Q^{\prime}(0)=1 . \tag{4.23}
\end{equation*}
$$

From situation (a) and by the conditions (4.23), we get

$$
\begin{equation*}
P(x)=e^{x} . \tag{4.24}
\end{equation*}
$$

Also, both situations (b) and (c), together with conditions from (4.23), give the same result in (4.24). Therefore, an atomic solution exists with respect to case (i).Now, we proceed by substituting (4.24) into (4.20) which implies $Q^{\prime \prime}(y)-Q^{\prime}(y)+Q(y)=0$. This equation and conditions from (4.23) yield

$$
\begin{equation*}
Q(y)=\frac{1}{\sqrt{3}} e^{\frac{1}{2} y} \sin \left(\frac{\sqrt{3}}{2} y\right)+e^{\frac{1}{2} y} \cos \left(\frac{\sqrt{3}}{2} y\right) \tag{4.25}
\end{equation*}
$$

Hence, referring to (4.24) and (4.25), the first atomic solution with respect to case (i) is

$$
\begin{equation*}
u_{1}(x, y)=e^{x}\left[\frac{1}{\sqrt{3}} e^{\frac{1}{2} y} \sin \left(\frac{\sqrt{3}}{2} y\right)+e^{\frac{1}{2} y} \cos \left(\frac{\sqrt{3}}{2} y\right)\right] . \tag{4.26}
\end{equation*}
$$

Similarly, for case (ii), we have the same three situations as those for case (i); namely, $Q^{\prime \prime}(y)=Q^{\prime}(y), Q^{\prime \prime}(y)=Q(y)$, and $Q^{\prime}(y)=Q(y)$, where $Q(0)=1$ and $Q^{\prime}(0)=1$ (4.23). Hence the second atomic solution with respect to case (ii) is

$$
\begin{equation*}
u_{2}(x, y)=e^{y}\left[\frac{1}{\sqrt{3}} e^{\frac{1}{2} x} \sin \left(\frac{\sqrt{3}}{2} x\right)+e^{\frac{1}{2} x} \cos \left(\frac{\sqrt{3}}{2} x\right)\right] . \tag{4.27}
\end{equation*}
$$

The two atomic solutions $u_{1}(x, y)$ (4.26) and $u_{2}(x, y)$ (4.27) of problem (4.18) are displayed in Figure 1 and Figure 2 respectively.


Figure 1: The first atomic solution $u_{1}(x, y)$ (4.26) of problem (4.18).

Example 2. Consider the following non-linear 2-D partial differential equation

$$
\begin{equation*}
u_{x x} u_{y y}+u_{x} u_{y}=u_{x} u \tag{4.28}
\end{equation*}
$$

where $u(x, y)$ is the unknown function and subject to the following conditions:

$$
\begin{equation*}
u(0,0)=1, \quad u_{x}(0,0)=1, \quad \text { and } \quad u_{y}(0,0)=1 \tag{4.29}
\end{equation*}
$$

By substituting $u(x, y)=P(x) Q(y)$ into (4.28), we get

$$
\begin{equation*}
P^{\prime \prime}(x) Q^{\prime \prime}(y)+P^{\prime}(x) Q^{\prime}(y)=P^{\prime}(x) Q(y) . \tag{4.30}
\end{equation*}
$$



Figure 2: The second atomic solution $u_{2}(x, y)$ (4.27) of problem (4.18).

Therefore, in tensor product form, (4.30) becomes

$$
\begin{equation*}
P^{\prime \prime}(x) \otimes Q^{\prime \prime}(y)+P^{\prime}(x) \otimes Q^{\prime}(y)=P^{\prime}(x) \otimes Q(y) . \tag{4.31}
\end{equation*}
$$

By Theorem 2.3, the two resultant cases are
(i) $P^{\prime \prime}(x)=P^{\prime}(x)=P^{\prime}(x)$,
(ii) $Q^{\prime \prime}(y)=Q^{\prime}(y)=Q(y)$.

From (4.29), without loss of generality, we can assume that

$$
\begin{equation*}
P(0)=Q(0)=P^{\prime}(0)=Q^{\prime}(0)=1 . \tag{4.33}
\end{equation*}
$$

First, form case $(i)$, we have only one situation that is $P^{\prime \prime}(x)=P^{\prime}(x)$. This equation together with the two conditions $P(0)=1$ and $P^{\prime}(0)=1$ (4.33) give

$$
\begin{equation*}
P(x)=e^{x} . \tag{4.34}
\end{equation*}
$$

Now, substituting (4.34) into the main equation (4.30) yields $Q^{\prime \prime}(y)+Q^{\prime}(y)-$ $Q(y)=0$, where $Q(0)=1$ and $Q^{\prime}(0)=1$ (4.33) and hence

$$
\begin{equation*}
Q(y)=\frac{1}{2 \sqrt{5}}\left[(3+\sqrt{5}) e^{\left(\frac{-1}{2}+\frac{\sqrt{5}}{2}\right) y}+(\sqrt{5}-3) e^{\left(\frac{-1}{2}-\frac{\sqrt{5}}{2}\right) y}\right] \tag{4.35}
\end{equation*}
$$

So, the first atomic solution corresponding to case (i) can be obtained by considering (4.34) and (4.35) as follows:

$$
\begin{equation*}
u_{1}(x, y)=\frac{e^{x}}{2 \sqrt{5}}\left[(3+\sqrt{5}) e^{\left(\frac{-1}{2}+\frac{\sqrt{5}}{2}\right) y}+(\sqrt{5}-3) e^{\left(\frac{-1}{2}-\frac{\sqrt{5}}{2}\right) y}\right] \tag{4.36}
\end{equation*}
$$

For case (ii), we have the following three situations, namely,

$$
\begin{aligned}
& \left(a^{*}\right) Q^{\prime \prime}(y)=Q^{\prime}(y), \\
& \left(b^{*}\right) Q^{\prime \prime}(y)=Q(y), \\
& \left(c^{*}\right) Q^{\prime}(y)=Q(y)
\end{aligned}
$$

Noting that from the three situation $\left(a^{*}\right),\left(b^{*}\right)$, and $\left(c^{*}\right)$ one can get $Q(x)=e^{y}$ by assuming the conditions $Q(0)=1$ and $Q^{\prime}(0)=1$ (4.33). Therefore, a second atomic solution exists with respect to case (ii). Now, we substitute $Q(x)=e^{y}$ into (4.30) which implies $P^{\prime \prime}(x)=0$. But, $P(0)=1$ and $P^{\prime}(0)=$ 1 as in (4.33). So $P(x)=x$ and, as a result, the second atomic solution with respect to case (ii) is

$$
\begin{equation*}
u_{2}(x, y)=x e^{y} . \tag{4.37}
\end{equation*}
$$

The two atomic solutions $u_{1}(x, y)(4.36)$ and $u_{2}(x, y)$ (4.37) of problem (4.28) are displayed in Figure 3 and Figure 4, respectively.


Figure 3: The first atomic solution $u_{1}(x, y)$ (4.36) of problem (4.28).


Figure 4: The second atomic solution $u_{2}(x, y)$ (4.37) of problem (4.28).

## 5 Conclusions

Through the use of atomic solutions, a newl analytical technique for solving non-linear and non-homogeneous partial differential equations has been effectively presented in this work. To arrive at such a notion, the idea of tensor product of Banach spaces along with certain features of atomic operators have been used. It is decided to save several other types of partial differential equations for later research. However, we emphasize the following points:

1. In most cases, the atomic solution approach can give exact solutions to inseparable, non-homogeneous, and non-linear partial differential equations when the method of separation of variables does not work.
2. It is not necessary that each case reported in Theorem 1 admits an atomic solution. This means that the three situations of each case have to provide the same result; otherwise, there is no available atomic solution.

## 6 Acknowledgment

The authors would like to thank Professor Roshdi Khalil for introducing us to the subject of atomic solutions.

## References

[1] Iqbal M. Batiha, Solvability of the Solution of Superlinear Hyperbolic Dirichlet Problem, Int. J. Anal. Appl., 20, (2022), 62.
[2] Z. Chebana , T.-E. Oussaeif, A. Ouannas, I. Batiha, Solvability of Dirichlet Problem For a Fractional Partial Differential equation by using energy inequality and Faedo-Galerkin method, Innovative Journal of Mathematics, 1, no. 1, (2022), 34-44.
[3] Ghenaiet Bahia, Adel Ouannas, Iqbal M. Batiha, Zaid Odibat, The optimal homotopy analysis method applied on nonlinear time-fractional hyperbolic partial differential equations, Numerical Methods for Partial Differential Equations, 37, no. 3, (2021), 2008-2022, .
[4] Nidal Anakira, Zinouba Chebana, Taki-Eddine Oussaeif, Iqbal M. Batiha, Adel Ouannas, A study of a weak solution of a diffusion prob-
lem for a temporal fractional differential equation, Nonlinear Functional Analysis and Applications, 27, no. 3, (2022), 679-689.
[5] Taki-Eddine Oussaeif, Benaoua Antara, Adel Ouannas, Iqbal M. Batiha, Khaled M. Saad, Hadi Jahanshahi, Awad M. Aljuaid, Ayman A. Aly, Existence and Uniqueness of the Solution for an Inverse Problem of a Fractional Diffusion Equation with Integral Condition, Journal of Function Spaces, (2022), Article ID 7667370.
[6] Iqbal M. Batiha, Iqbal H. Jebril, Mohammad Zuriqat, Hamza S. Kanaan, Shaher Momani, An Efficient Approach for Solving OneDimensional Fractional Heat Conduction Equation, Frontiers in Heat and Mass Transfer, 21, no. 1, (2023), 487-504.
[7] Iqbal M. Batiha, Zainouba Chebana, Taki-Eddine Oussaeif, Adel Ouannas, Iqbal H. Jebril, On a Weak Solution of a Fractional-order Temporal Equation, Mathematics and Statistics, 10, no. 5, (2022), 1116-1120.
[8] Zoubir Dahmani, Ahmed Anber, Iqbal Jebril, Solving Conformable Evolution Equations by an Extended Numerical Method, Jordan Journal of Mathematics and Statistics, 15, no. 2, (2022), 363-380.
[9] Abdul-Majid Wazwaz, Ma'mon Abu Hammad, S. A. El-Tantawy, Bright and dark optical solitons for $(3+1)$-dimensional hyperbolic nonlinear Schr"dinger equation using a variety of distinct schemes, Optik, 270, (2022), 170043.
[10] H. Alzaareer. Differential calculus on multiple products. Indagationes Mathematicae, 30, no. 6, (2019), 1036-1060.
[11] L.C. Evans, Partial Differential Equations, 2nd Edition, American Mathematical Society, 2010.
[12] Ghenaiet Bahia, Adel Ouannas, Iqbal M Batiha, Zaid Odibat, The optimal homotopy analysis method applied on nonlinear time-fractional hyperbolic partial differential equations, Numerical Methods for Partial Differential Equations, 37, no. 3, (2021), 2008-2022.
[13] Zainouba Chebana, Taki-Eddine Oussaeif, Sofiane Dehilis, Adel Ouannas, Iqbal M. Batiha, On Nonlinear Neumann Integral Condition for a Semilinear Heat Problem With Blowup Simulation, Palestine Journal of Mathematics, 12, no. 3, (2023), 339-394.
[14] Benguesmia Amal, Iqbal Batiha, Taki Eddine Oussaeif, Adel Ouannas, Waseem Ghazi Alshanti, Inverse Problem of a Semilinear Parabolic Equation with an Integral Overdetermination Condition, Nonlinear Dynamics and Systems Theory, 23, no. 3 (2023), 249-260.
[15] Iqbal M. Batiha, Nabila Barrouk, Adel Ouannas, Waseem G. Alshanti, On Global Existence of the Fractional Reaction-Diffusion System's Solution, Int. J. Anal. Appl., 21, (2023), 11.
[16] Waseem G. Alshanti, Iqbal M. Batiha, Ma'mon Abu Hammad, Roshdi Khalil, A novel analytical approach for solving partial differential equations via a tensor product theory of Banach spaces, Partial Differential Equations in Applied Mathematics, 8, (2023), 100531.
[17] W. G. Alshanti, I. Batiha, A. Alshanty, Atomic Solutions of Partial Differential Equations via Tensor Product Theory of Banach Spaces. Contemporary Mathematics, 4, no. 2, (2023), 286-295.
[18] G. Evans, J. Blackledge, P. Yardley, Analytic Methods for Partial Differential Equations, Springer Nature, Switzerland, 1999.
[19] J. Peiró, S. Sherwin, Finite Difference, Finite Element and Finite Volume Methods for Partial Differential Equations. In Handbook of Materials Modeling (S. Yip, ed.) Springer, Dordrecht, https://doi.org/10.1007/978-1-4020-3286-8_127
[20] R. Khalil, L. Abdullah, Atomic Solution of Certain Inverse Problems, European Journal of Pure and Applied Mathematics, 3, no. 4, (2010), 725-729.
[21] R. Schatten, A Theory of Cross-Spaces, Princeton University Press, Princeton, New Jersey, 1985.
[22] W. A. Light, E. W. Cheney Approximation Theory in Tensor Product Spaces, Springer, Berlin, Heidelberg, 2006.
[23] Raymond A. Ryan, Introduction to Tensor Products of Banach Spaces, Springer, London, 2002.
[24] J. Diestel J. J. Uhl Jr., Vector Measures, American Mathematical Society, Providence, Rhode Island, USA, 1978.
[25] F. C. Sánchez, R. García, The bidual of a tensor product of Banach spaces, Revista Matemática Iberoamericana,21, no. 3, (2005), 843-861.
[26] W. Deeb, R. Khalil, Best approximation in $L(x, y)$. Mathematical Proceedings of the Cambridge Philosophical Society, 104, no. 3, (1988), 527-531.
[27] R. Khalil, Best approximation in $L_{p}(I, X)$, Mathematical Proceedings of the Cambridge Philosophical Society, 94, no. 2, (1983), 277-279.
[28] R. Khalil, Isometries of $L p^{*} \hat{\otimes} L p$, Tamkang Journal of Mathematics, 16, (1985), 77-85.

