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Abstract

In the system level, adaptive fault diagnosis problem we must determine which components (chips) in a system are defective, assuming the majority of them are good. Chips are tested as follows: Take two chips, say \( x \) and \( y \), and have \( x \) report whether \( y \) is good or bad. If \( x \) is good, the answer is correct, but if \( x \) is bad, the answer is unreliable and can be either wrong with probability \( \alpha \) or right with probability \( 1 - \alpha \). The key to identifying all defective chips is to identify a single good chip which can then be used to diagnose the other chips; the chip problem is to identify a single good chip. In [1] we have shown that the chip problem is closely related to a modified majority problem in the worst case and have used this fact to obtain upper and lower bounds on algorithms for the chip problem. In this paper, we show the limits of this relationship by showing that algorithms for the chip problem can violate lower bounds on average performance for the biased majority problem and we give an algorithm for the “biased chip” problem (a chip is bad with probability \( p \)) whose average performance is better than the average cost of the best algorithm for the biased majority problem.

1 Introduction

In system diagnosis, according to [14], we consider

a system consisting of a set \( U \) of \( n \) units (processors, modules, etc.)
at most \( t \) of which are faulty. An external observer wishes to identify
the faulty units. The observer acquires information by requesting
the results of certain tests performed by one unit upon another; e.g.,
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For example, suppose we have a combination of electronic components in an inaccessible location (in outer space, under the sea, in a deadly environment such as a nuclear reactor, and so on). We are able to test components only at great expense, and only relative to other components—when we get test results, the testing components themselves may be faulty. We thus have a problem in which we get results such as “According to component $x$, component $y$ is functioning properly” or “According to component $x$, component $y$ is defective.” It is a complex issue to determine which components are defective under such conditions; furthermore, since communication itself is difficult, we do not want to expend unnecessary effort by asking more questions than the minimum number needed.

For convenience of language we follow [7, exercise 4-7, page 75] and refer to “chips” rather than “units” or “components”. An algorithm can determine whether a bad (faulty) chip exists if and only if a strict majority of the chips are fault-free [12]. The basic problem is to determine that some chip is good (fault-free) so we can rely on its diagnosis of other chips; the difficulty is that a faulty chip can behave exactly like a fault-free one. However, there are configurations of test results in which the assumption that some particular chip $x$ is bad implies that a majority of chips are faulty too—since we know that a strict majority are good, we are then sure that $x$ is good, and we can rely on its diagnosis; Figure 1 shows just such a configuration. There are a number of attendant algorithmic questions, including designing and analyzing algorithms and determining lower bounds for a variety of problems. These problems have a long history and lengthy bibliography; Pelc and Upfal [11] give an excellent summary with a useful bibliography. In this paper we address only the chip problem—the question of finding a single good chip, assuming that the majority of the chips are good and that any chip can test any other. We consider both the worst and average case for this problem, using results of the “majority problem” as starting point of our investigations.

This paper is organized as follows. We begin with a brief section introducing the necessary background of the majority problem. Then, in Section 4, we give results and conjectures about the average case under two different sets of probabilistic assumptions. We conclude in Section 5 with some observations and open problems.

2 Majority Problems

The majority problem of [2], [3], and [13] is to determine the majority color in a set of $n$ elements \( \{x_1, x_2, \ldots, x_n\} \), each element of which is colored either blue or red, by pairwise equal/not equal color comparisons. When $n$ is even, we must
Figure 1: Sample test configuration of fifteen chips. We show a link from one chip to another labeled by a smiling face if the chip at the base of the arrow diagnoses the chip at the point of the arrow as good, and label the link with a frowning face if the diagnosis is bad. Chip $F$ must be bad and chip $A$ must be good by the following logic: If $A$ were bad, chips $D$, $T$, and $B$ would be bad because each of them diagnoses $A$ as good; then, similarly, chips $R$ and $C$ would have to be bad, making the set \{A, B, C, D, R, T\} of six chips all bad. However, since $I$ diagnoses $O$ as bad, one of those two must be bad—$O$ is bad if $I$ is good while $I$ is bad if $O$ is good—implying that one of $H$ or $K$ must also be bad. Thus if $A$ were bad there would be at least eight bad chips, a majority of the chips.
report that there is no majority if there are equal numbers of each color. In the worst case, exactly

\[ n - \nu(n) \]

questions are necessary and sufficient for the majority problem, where, following [8], \( \nu(n) \) is the number of 1-bits in the binary representation of \( n \). This result was first proved by Saks and Werman [13]; [2] gave a short, elementary proof; [17] found yet a different approach. [3] proved that any algorithm that correctly determines the majority must on the average use at least

\[ \frac{2n}{3} - \sqrt{\frac{8n}{9\pi}} + \Theta(1) \]

color comparisons, assuming all \( 2^n \) distinct colorings of the \( n \) elements are equally probable. Furthermore, [3] describes an algorithm that uses an average of

\[ \frac{2n}{3} - \sqrt{\frac{8n}{9\pi}} + O(\log n) \]

color comparisons. Together these bounds imply that

\[ \frac{2n}{3} - \sqrt{\frac{8n}{9\pi}} + O(\log n) \]

such comparisons are necessary and sufficient in the average case to solve the original majority problem.

The biased case of the majority problem has been investigated by Chassaing [6]. Let \( p \) be the probability that an element is blue and \( q = 1 - p \) the probability that it is red. Let \( \rho = q/p \). Chassaing proved that

\[ \Phi(\rho)n + O(n^{1+\epsilon}) \]

comparisons are necessary and sufficient in the biased case of the majority problem on \( n \) elements, where

\[ \Phi(\rho) = \frac{1 - \rho}{4} \sum_{i=0}^{\infty} \frac{1 + \rho^{2i}}{2i(1-\rho^{2i})}. \] (1)

Note that the function \( \Phi \) is well defined for \( \rho = 1 \) since \( \lim_{\rho \to 1} \Phi(1) = 2/3 \); note further that \( \Phi(0) = 1/2 \). Tendid computation shows that, as expected, \( \Phi \) is increasing in \( \rho \).

In the modified majority problem, we are guaranteed the existence of a strict majority. For odd \( n \), the original and modified problems are obviously identical and bounds of the previous paragraphs apply directly to the modified majority problem. But when \( n \) is even, the modified problem is clearly no harder than the original problem for \( n - 1 \) elements and may even be (a bit) simpler. Given algorithm \( M \) for the \( (2k-1) \)-original-majority-problem, we solve the \( (2k) \)-modified-majority-problem by removing one element and running algorithm \( M \) on the \( 2k - 1 \) remaining elements—the answer is then obviously also
correct for the \((2k)\)-modified-majority-problem. The other direction is open: Given algorithm \(M'\) for the \((2k)\)-modified-majority-problem, can we apply it to the \((2k - 1)\)-original-majority-problem? If so it would prove that the modified problem for \(2k\) elements is no harder than the original problem for \(2k - 1\) elements and establish the worst-case lower bound of \(2k - 1 - \nu(2k - 1)\) color comparisons. We believe this lower bound is correct, but cannot prove it.

## 3 Happy Trees

The key to identifying a good chip is to build trees of chips such that if the chip at the root is bad, then all chips in the tree must be bad; when a sufficiently large such tree has been built, the condition that a strict majority of the chips is good guarantees that the root chip must be good. The tree structures we use are binomial trees [16] (see also [7, Chapter 20]). For convenience, we summarize the necessary details here. A binomial tree of chips \(B_k\) is an (unordered) tree defined recursively as shown in Figure 3. \(B_0\) consists of a single chip and \(B_k\) consists of two binomial trees of chips \(B_{k-1}\) in which the root of one has tested the root of the other. We show a link from child to parent labeled by a smiling face if the child chip says the parent chip is good, and a link from parent to child labeled with a frowning face if the parent chip says the child is bad. We call a binomial tree happy if it has only smiling faces on its links. The order of the binomial tree \(B_k\) is \(k\).

Suppose the chip \(r_1\) at the root of one happy binomial tree tests the chip at the \(r_2\) root of a second happy binomial tree and says \(r_2\) is good. Then (inductively), if \(r_2\) is bad, all chips in both binomial trees must be bad, so when we combine the two trees by linking \(r_1\) as a child of \(r_2\), we get a happy binomial tree in which if the root chip is bad, all chips in the tree must be bad. But, if the chip \(r_1\) at the root of one binomial tree tests the chip at the \(r_2\) root of a second binomial tree and says \(r_2\) is bad, then if \(r_2\) is bad, all chips in its tree are bad, while if \(r_2\) is good, \(r_1\) must be bad and all chips in its tree are bad; in either case, at least half of the chips in the union of the two trees must be bad and they can be ignored when seeking a good chip.

In some algorithms for the chip problem we deviate from binomial trees and combine two trees of different sizes. In such cases, as we will see, the difference between the two sizes constitutes a bound on the plurality between good chips and bad chips in the trees.

## 4 The Chip Problem in the Average Case

In [1], we showed that there is a close relationship between algorithms for the chip problem and those for the modified majority problem. In this section we show the limits of this relationship by showing that algorithms for the chip problem can violate lower bounds on average performance for the modified majority problem.
Figure 2: Binomial trees of chips. The smiling face indicates the chip at the base of the arrow says that the chip at the point of the arrow is good. If all arrows in the trees $S_1$ and $S_2$ are smiling and the chip at the root of $S_2$ is bad, all chips in both $S_1$ and $S_2$ must be bad by induction. Since $B_0$ contains a single chip, $B_k$ contains $2^k$ chips.

Figure 3: The frowning face indicates the chip at the base of the arrow says that the chip at the point of the arrow is bad. Suppose all the arrows in the trees $S_1$ and $S_2$ are smiling. If the chip at the root of $S_1$ is good, all chips in $S_2$ must be bad; if the chip at the root of $S_1$ is bad, all chips in $S_1$ must be bad. In either case, at least half the chips in $S_1 \cup S_2$ must be bad and since $|S_1| = |S_2| = 2^{k-1}$, $S_1 \cup S_2$ can be ignored in the search for a good chip.
4.1 The Model and Previous Results

We use a variant of the model of Pelc and Upfal [11], who consider that each chip is good independently with known probability $p$ and bad with probability $q = 1 - p < p$; the number $N$ of good chips thus has a binomial distribution. Let $Q$ be the probability that an adaptive diagnosis algorithm incorrectly identifies the set of faulty chips. Pelc and Upfal prove that the minimal number of tests required to identify all faulty chips in the worst case is $n + \Theta(\log \frac{1}{Q})$. There are three main differences between their results and ours: we limit ourselves to algorithms that never fail; we study the average number of tests required; and we focus on the problem of finding a single good chip, assuming at most $n - 1$ additional tests will be needed to determine the status of the $n - 1$ other chips.

According to [12], a configuration with $N \leq n/2$ good chips can fool any algorithm, but there do exist algorithms that reliably diagnose any configuration with a strict majority of good chips. Thus in order for reliable algorithms to exist, we must preclude the possibility that $N \leq n/2$, so we consider the model of Pelc and Upfal with the additional condition that $N > n/2$; that is, we assume that each partition of the chips into $k > n/2$ good chips and $n - k$ bad chips has probability

$$\frac{p^k q^{n-k}}{\Pr(N > n/2)}, \tag{2}$$

As we show in Proposition 2, this is only a slight change, since we have, for $p > q$,

$$\Pr(N \leq n/2) = \sum_{0 \leq k \leq n/2} \binom{n}{k} p^k q^{n-k} \leq e^{-(p-q)^2 n/2}, \tag{3}$$

and hence the denominator of (2) is close to 1.

The computation of the average cost of algorithms requires a probabilistic model for diagnosis of faulty chips; we use a simple instance of those surveyed in [10]: given a bad chip $x$ and some other chip $y$, we assume that $x$ lies about $y$ with probability $\alpha$, and tells the truth with probability $1 - \alpha$. We assume that $p$ and $\alpha$ are known, but this in no way weakens the results since in the likely case that $p$ and $\alpha$ are unknown, we could obtain good approximations of them at cost $o(n)$, using statistics on a sample of $n^{1-\epsilon}$ chips.

Note that if we know that $\alpha = 0$, no chip lies, and the problem has trivially average cost $O(1)$. However, in the setting where $p$ and $\alpha$ are unknown but where $\alpha = 0$, we will find any no erroneous diagnoses in our sample of $n^{1-\epsilon}$ chips; this would only tell us that $\alpha$ is quite small, not that $\alpha = 0$. So, we could not assume that each diagnosis is reliable, and we could only rely on a majority of chips being good; thus not knowing that $\alpha = 0$ leads to a lower bound $\Theta(n)$ for the best average cost, not $O(1)$.

Choosing $Q = \Pr(N \leq n/2)$ in Pelc and Upfal [11] allows comparison of their results to ours. Using (3), their result translated to the problem of finding
4.2 The Unbiased Case

In the simple unbiased case, we ignore \( p \) and \( q \) and assume instead that a set of \( n \) good and bad chips is chosen at random so that each set of chips with a majority of good chips is equally probable. That is, each of the \( \sum_{n/2 < k \leq n} \binom{n}{k} \) sets of \( n \) chips having a strict majority of good chips occurs with probability \( 1/\sum_{n/2 < k \leq n} \binom{n}{k} \).

Since the modified majority problem is identical to the original majority problem for odd \( n \), the tree in Figure 4 (which is derived from the algorithm described in the conclusions of [3]), is optimal for the modified majority problem with \( n = 5 \), having cost 2.25. On the other hand, Figure 5 shows the identical tree for the chip problem with \( n = 5 \) having expected cost \( 2.25 - (\alpha - \alpha^2)/16 \) if each of the 16 possible configurations is equally probable. Since \( (\alpha - \alpha^2)/16 > 0 \) for \( 0 < \alpha < 1 \), this proves that the chip problem and the modified majority problem are not the same in the average case for \( 0 < \alpha < 1 \). An even lower expected cost of \( 2 + \alpha(5 - \alpha)/16 \) is obtained by having chip 3 test chip 2 in the left child of the root in Figure 5; exhaustive consideration of all possible trees shows that such a tree is the optimal way to solve the chip problem for \( n = 5 \). This example shows that the unbiased case of the chip problem is indeed different in average behavior from the majority problem, despite the similarity of these problems in the worst case[1].

4.3 The Biased Case

Set

\[
\rho = \frac{q}{p};
\]
Figure 5: Tree (derived from that in Figure 4) for $n = 5$ in the chip problem; in the unbiased case (if each of the 16 possible configurations is equally probable) its expected cost is $2.25 - (\alpha - \alpha^2)/16$. Each configuration is shown along with its frequency of occurrence, assuming a faulty chip gives a wrong answer with probability $\alpha$. An even lower expected cost of $2 + \alpha(5 - \alpha)/16$ is obtained by having 3 test 2 in the left child of the root—exhaustive consideration of all possible trees shows that such a tree is optimal.
since $q < p$, $p < 1$. Let $C_n(\rho, \alpha)$ be the average-case complexity for the $n$-chip problem; that is, $C_n(\rho, \alpha)$ is the average number of tests that are necessary and sufficient to identify a good chip in the biased case. In this section, we give an upper bound on $C_n(\rho, \alpha)$ by describing a family $A_n(\rho, \alpha, \epsilon)$, $n \geq 1$, $\epsilon > 0$, of algorithms for the $n$-chip problem, and we give powerful evidence that, on average in the biased case, they behave significantly better than the optimal algorithm for the majority problem. These algorithms are based on Chassaing’s algorithm [6, Section 9].

The algorithm $A_n(\rho, \alpha, \epsilon)$ works by choosing a sample of size $m < n$ from the chips and combining the $m$ chips into larger and larger happy binomial trees. Trees that are not happy are ignored because they cannot affect the majority of good chips. When a sufficiently large happy binomial tree is produced, its root must be a good chip or we would violate the condition that a strict majority of the chips is good. The difficulties here are the determination of the size of the sample and the analysis of the resulting process. The sample must be large enough that the likelihood of failure is exponentially small, but small enough to establish the necessary time bounds of the algorithm.

The algorithm processes the $m_0 = m$ chips in stages: First the $m_0$ chips ($B_0$ trees) are combined pairwise into $\lfloor m_0/2 \rfloor$ binomial trees of two chips each ($B_1$ trees) and the trees that are not happy are ignored, leaving $m_1 \leq \lfloor m_0/2 \rfloor$ happy $B_1$ trees. The $m_1$ happy $B_1$ trees are combined pairwise into $\lfloor m_1/2 \rfloor$ $B_2$ trees of four chips each and the trees that are not happy are ignored, leaving $m_2 \leq \lfloor m_1/2 \rfloor$ happy $B_2$ trees. This process continues until there is at most one happy binomial tree of each order. This algorithm is similar to that in Pelc and Upfal [11, Prop. 4.1], but their algorithm does twice as many tests because they always have pairs of chips test each other.

If there are any happy binomial trees left, let the largest one be of order $K$ and have root $R$, otherwise, if each $m_i$ is even, let $K = -\infty$. In the final stage of the algorithm, the roots of all the other happy binomial trees (if any) test $R$. At this point in the algorithm, at least half of the chips in ignored trees are bad and, if $R$ were bad, then all chips in $R$’s subtree would be bad, as are those in the other happy binomial trees whose roots diagnosed $R$ as good in the final stage. If that amounts to more than $n/2$ bad chips, $R$ must be a good chip. In other words, if $R$ were bad, at least $X_m$ chips would be bad, where

$$X_m = 2^K + \frac{1}{2} \left| \text{chips in happy binomial trees that diagnose } R \text{ as good in the final stage} \right| + \left| \text{ignored chips} \right|.$$

If there are no happy binomial trees left at the end of the stages of tests, or if the consequences of $R$ being bad are not sufficient to reach a contradiction, we use the algorithm of [9] to identify a good chip. That algorithm uses $n$ tests, but it will rarely need to be invoked.

The performance of the algorithm $A_n(\rho, \alpha, \epsilon)$ rests on the choice of the sample size $m$; the analysis depends on computing of the expected number of tests used and $\Pr(X_m > n/2)$, the probability that, if $R$ were bad, the number of known bad chips at this point would be more than $n/2$, ending the algorithm.
With the proper choice of \( m \), the number of tests used is small and the probability that the algorithm of [9] must be invoked is exponentially small.

When bad chips always lie \((\alpha = 1)\), this algorithm solves the majority problem, provided that \( X_m > n/2 \), since \( R \) belongs to the majority. It differs from a majority problem’s algorithm in only two ways: First, when we compare two components in the majority problem, the choice of the two elements to be compared, one from each component, does not matter, but in the chip problem both the testing chip and the tested chip must be the roots of their components. Second, the choice of \( m \) differs—it must be large enough to make \( \Pr(X_m \leq n/2) \) exponentially small, but not too large, since the average cost increases linearly in \( m \). When \( \alpha = 1 \) the choice

\[
m = \frac{n}{2p} + n^{1/2+\epsilon},
\]

for some \( \epsilon \), \( 0 < \epsilon < 1/2 \), results from basic considerations about the binomial distribution (see [6, Section 9]).

When \( \alpha < 1 \), the set of chips that would be bad if chip \( R \) were bad contains good chips and also some bad chips that behaved as good chips (they told the truth). Thus the apparent proportion of good chips is larger than the true proportion \( p \) and we can choose \( m \) to be smaller than \( n/2p \). As a consequence, we will see that the average complexity decreases as \( \alpha \) decreases from 1 to 0. This is surprising, because one would expect uncertainty in the diagnosis to cause trouble when \( \alpha = 1/2 \) (maximum uncertainty), but on the contrary, the average cost turns out to be smaller by \( \Theta(n) \) for the chip problem than for the majority problem (\( \alpha = 1 \)). The example of \( n = 5 \) for the unbiased case (Figures 4 and 5) illustrates this strange phenomenon. The choice of \( m \) and the resulting computation of the average performance of \( A_n(\rho, \alpha, \epsilon) \) are thus much subtler and more intricate than for the majority problem.

We begin by defining \( p_i \) as the probability that a binomial tree \( B_i \) is happy and that the chip at its root is good, given that its two binomial subtrees \( B_{i-1} \) are happy. Similarly, define \( q_i \) as the probability that a binomial tree \( B_i \) is happy and that the chip at its root is bad, given that its two binomial subtrees \( B_{i-1} \) are happy. Set \( \rho_i = q_i/p_i \). Clearly \( p_0 = p \), \( q_0 = q \), and \( \rho_0 = \rho \). We have the conditional probabilities

\[
\Pr(\text{chip } x \text{ is good} \mid x \text{ is at root of a happy } B_i) = \frac{p_i}{p_i + q_i} = \frac{1}{1 + \rho_i},
\]

and

\[
\Pr(\text{chip } x \text{ is bad} \mid x \text{ is at root of a happy } B_i) = \frac{q_i}{p_i + q_i} = \frac{\rho_i}{1 + \rho_i}.
\]

Now let \( r_1 \) and \( r_2 \) be two chips, each at the root of a happy binomial tree \( B_i \), and suppose \( r_1 \) tests \( r_2 \). The probability that \( r_2 \) is good and becomes the root of a happy binomial tree \( B_{i+1} \) (that is, the probability that \( r_2 \) is good and that \( r_1 \) diagnoses it so) is

\[
p_{i+1} = \frac{1}{(1 + \rho_i)^2} + \frac{(1 - \alpha)\rho_i}{(1 + \rho_i)^2},
\]
where the first term is for both $r_1$ and $r_2$ good, and the second term is for $r_1$ bad but correctly diagnosing $r_2$. Similarly, the probability that $r_2$ is bad and becomes the root of a happy binomial tree $B_{i+1}$ is

$$q_{i+1} = \frac{\alpha \rho_i^2}{(1 + \rho_i)^2},$$

which is the probability that $r_1$ and $r_2$ are bad and that $r_1$ misdiagnoses $r_2$. Finally then,

$$\rho_{i+1} = \frac{q_{i+1}}{p_{i+1}} = \frac{\alpha \rho_i^2}{1 + (1 - \alpha) \rho_i}.$$

Therefore,

$$\rho_i = \begin{cases} \rho & i = 0, \\ \frac{\alpha \rho_{i-1}^2}{1 + (1 - \alpha) \rho_{i-1}} & i > 0. \end{cases} \quad (5)$$

Define $\tau_i$ as the probability that combining two happy trees of size $2^{i-1}$ results in a happy tree of size $2^i$. Step $i + 1$ of algorithm $A_n(\rho, \alpha, \epsilon)$ can thus be viewed as a sequence of $\lfloor m_i/2 \rfloor$ independent Bernoulli trials, each of them producing a happy tree $B_{i+1}$ with probability

$$\tau_i = p_{i+1} + q_{i+1} = \frac{1}{(1 + \rho_i)^2} + \frac{(1 - \alpha) \rho_i}{(1 + \rho_i)^2} + \frac{\alpha \rho_i^2}{(1 + \rho_i)^2} = 1 - \rho_i \frac{1 + \alpha + \rho_i (1 - \alpha)}{(1 + \rho_i)^2}. \quad (6)$$

It follows that,

**Proposition 1.** The conditional distribution of $m_i$, given that $m_{i-1} = k$, is the binomial distribution with parameters $\lfloor k/2 \rfloor$ and $\tau_{i-1}$. □

Now define

$$\sigma = \tau_0 \tau_1 \tau_2 \cdots .$$

Induction using (5) gives

$$\rho_i \leq (\alpha \rho)^{2^i} / \alpha,$$

for $i > 0$; (6) gives

$$1 - 2 \rho_i \leq \tau_i < 1, \quad (7)$$

and so

$$1 - \tau_i \leq \frac{2}{\alpha} (\alpha \rho)^{2^i}. \quad (8)$$

Elementary arguments now give

$$0 < \sigma < 1. \quad (9)$$
Let
\[ \lambda(\rho, \alpha) = \frac{1+\sigma}{2}, \]
and
\[ \mu(\rho, \alpha) = \frac{1}{2} + \frac{\tau_0}{4} + \frac{\tau_0 \tau_1}{8} + \frac{\tau_0 \tau_1 \tau_2}{16} + \cdots. \]
We have \( \lambda(\rho, 1) = p, \mu(\rho, 1) = 2p\Phi(\rho) \) [see (1)], and \( \lambda(\rho, \alpha) \) and \( \mu(\rho, \alpha) \) are both decreasing in \( \rho \) and in \( \alpha \) by elementary calculus:

Our sample size will be
\[ m = \frac{n}{2\lambda(\rho, \alpha) - \epsilon}. \tag{10} \]
For \( \epsilon \) small enough, this is a proper subset of the chips because, by (9), \( \sigma > 0 \) and so \( 2\lambda(\rho, \alpha) > 1 \). We explain our choice of \( m \) as follows. As we study \( X_m \), we will see that it behaves much like a binomially distributed random variable and that it does not deviate much from its mean, \( \lambda(\rho, \alpha)m + o(m) \). Since we want it likely that \( X_m > n/2 \), we choose a sample slightly larger than \( \frac{n}{2\lambda(\rho, \alpha)} \).

Finally, define
\[ \Psi(\rho, \alpha) = \frac{\mu(\rho, \alpha)}{2\lambda(\rho, \alpha)} = \frac{1}{1 + \tau_0 \tau_1 \tau_2 \cdots} \left( \frac{1}{2} + \frac{\tau_0}{4} + \frac{\tau_0 \tau_1}{8} + \frac{\tau_0 \tau_1 \tau_2}{16} + \cdots \right); \]
the function \( \Psi \) is plotted in Figure 6. In the appendix we will prove

**Theorem 1.** Let \( c_n(\rho, \alpha, \epsilon) \) be the expected number of tests used by the algorithm \( A_n(\rho, \alpha, \epsilon) \) under the probabilistic assumptions described at the beginning of this section. Then,
\[ \lim_{\epsilon \to 0} \lim_{n \to \infty} \frac{c_n(\rho, \alpha, \epsilon)}{n} = \Psi(\rho, \alpha). \]

**Corollary 1.**
\[ \limsup_{n \to \infty} \frac{C_n(\rho, \alpha)}{n} \leq \Psi(\rho, \alpha). \]

Note, from (1), that \( \Psi(\rho, 1) = \Phi(\rho) \); we conjecture that

**Conjecture 1.** For \( \alpha < 1 \) and \( \rho > 0 \),
\[ \Psi(\rho, \alpha) < \Phi(\rho). \tag{11} \]

Figure 6 provides very powerful numerical evidence for this conjecture. A consequence of Conjecture 1 would be that
\[ \limsup_{n \to \infty} \frac{C_n(\rho, \alpha)}{n} < \lim_{n \to \infty} \frac{C_n(\rho, 1)}{n}, \]
Figure 6: Plot of $\Psi(\rho, \alpha)$, the cost of $A_n(\rho, \alpha, \epsilon)$ per chip, for various values of $\alpha$ and $\rho$. We conjecture that for $\alpha < 1$ and $\rho > 0$, $\Psi(\rho, \alpha) < \Psi(\rho, 1)$. 

\[ \Psi(\rho, \alpha) \]
for $\alpha < 1$.

Thus, the chip problem is not only different in the average case, but its average complexity is smaller by $\Theta(n)$. We conjecture further that

**Conjecture 2.**

$$\limsup_{n \to \infty} \frac{C_n(\rho, \alpha)}{n} = \Psi(\rho, \alpha).$$

Three observations support Conjecture 2. First, by our discussion of the choice of $m$ as given in (10), it is clearly of minimal size. Second, no other algorithm uses tests as efficiently as $A_n(\rho, \alpha, \epsilon)$: given two happy $B_{i-1}$ trees, a test of one root by the other has a high probability of giving a happy $B_i$, contributing $2^i$ to $X_m$, while even if a non-happy $B_i$ results, it still contributes $2^{i-1}$ to $X_m$ at no additional cost. Third, if we choose all $n$ chips as the sample, algorithm $A_n(\rho, 1, \epsilon)$ is precisely the majority algorithm from [3] which is optimal in the worst case and within $O(\log n)$ of being optimal in the average case.

### 4.4 Discussion

We expect that when the probability $\alpha$ of an erroneous diagnosis increases from $\alpha = 0$, $\Psi(\rho, \alpha)$ increases with $\alpha$. It would be surprising, however, if $\Psi(\rho, \alpha)$ were increasing in the neighborhood of $\alpha = 1$; rather, we expect the case $\alpha = 1$ (which is the majority problem) to be easier than $\alpha = 1 - \epsilon$ because uncertainty about the diagnosis (not knowing if it is a lie) should cause additional trouble, as we have seen: The proof that the chip problem is at least as complex as the majority problem ($\alpha = 1$) is obvious, but the proof of the converse relies on the special structure of the worst-case-optimal algorithm for the majority problem, an algorithm that is not average-case optimal. Despite this intuition, there is numerical evidence that $\Psi(\rho, \alpha)$ is increasing throughout the interval $[0, 1]$ (see Figure 6), including the neighborhood of $\alpha = 1$.

The argument that the smaller the probability of a lie, the smaller the cost of the algorithm is simplistic. We have seen that the algorithm $A_n(\rho, \alpha, \epsilon)$ needs to work on a subset with size approximately $m = \frac{n}{2\lambda(\rho, \alpha)}$ in order to find a good chip, and that its cost is approximately $\mu(\rho, \alpha)m$, in which

$$\lambda(\rho, \alpha) = \frac{1 + \sigma}{2},$$

$$\mu(\rho, \alpha) = \frac{1}{2} + \frac{\tau_0}{4} + \frac{\tau_0 \tau_1}{8} + \frac{\tau_0 \tau_1 \tau_2}{16} + \cdots,$$

so that

$$\Psi(\rho, \alpha) = \frac{\mu(\rho, \alpha)}{2\lambda(\rho, \alpha)}.$$

The decrease of $\mu(\rho, \alpha)$ makes the increase of $\Psi(\rho, \alpha)$ problematic. This surprising decrease of $\mu(\rho, \alpha)$ is due to an increasing number of bad chips misdiagnosing good chips, leading to an increasing number of unhappy trees, thus saving further tests. Nevertheless, $\Psi(\rho, \alpha)$ is actually increasing, and this can only be explained by a stronger decrease of $\lambda(\rho, \alpha)$. 
This situation is reminiscent of the majority problem when $\rho$ increases. The algorithm $A_n(\rho, 1, n^{-1/4})$, for instance, is known to be asymptotically average-case optimal for the majority problem [3], [6]. Here we can prove that $\mu(\rho, 1) = 2\rho \Phi(\rho)$ is increasing in $\rho$, meaning that the optimal algorithm works more slowly when the majority is more pronounced (that is, $\rho \in [0, \frac{1}{2}]$). This is surprising since our intuition tells us that a large majority makes the problem easier. On the other hand, the size ($\approx \frac{n}{\lambda(\rho, 1)} = \frac{n}{2\rho}$) of the subset on which the algorithm works decreases when $\rho$ increases. The average-case complexity of the majority problem is the product of a decreasing function (the speed—the ratio of the time needed to the size of the subset) by a increasing function (the size of the subset). It turns out that this product is increasing, so an oversimplified argument leads to the right conclusion, at the price of a superficial understanding of the problem.

The proof of monotonicity is easy for $\mu(\rho, 1)$ and $\lambda(\rho, 1)$, but more intricate for $\Phi(\rho) = \mu(\rho, 1)/\lambda(\rho, 1)$; it seems out of reach for $\mu(\rho, \alpha)$, $\lambda(\rho, \alpha)$ and $\Psi(\rho, \alpha)$, for which we have only numerical evidence.

4.5 An Alternative Model

Assume that the probability that a bad chip $x$ lies depends on its working condition, say $\alpha_x$. This yields the following model: for each bad chip $x$, choose the working condition $\alpha_x$ at random, the $\alpha_x$ being independently, identically distributed with a common probability distribution $\mu(du)$. We assume that a chip $r_1$ lies about the true nature of a chip $r_2$ with probability $f(\alpha_{r_1})$, and that $r_1$ tells the truth with probability $1 - f(\alpha_{r_1})$. As in the model described at the beginning of this subsection, the probability of a lie is thus a constant $\alpha$, given by

$$\alpha = \int \Pr(x \text{ lies about } y \mid \alpha_x = u) \mu(du)$$

$$= \int f(u) \mu(du),$$

but the status of two edges with the same origin $x$ are no longer independent, since we have

$$\Pr(x \text{ lies about } y \text{ and } z) = \int \Pr(x \text{ lies about } y \text{ and } z \mid \alpha_x = u) \mu(du)$$

$$= \int f^2(u) \mu(du)$$

$$> \alpha^2.$$
5 Conclusions and Open Problems

We have shown that the chip problem and the modified majority problem are most likely different in the average case. We have designed an algorithm for the chip problem in the biased case whose average complexity appears sharply better than the average complexity of the optimal algorithm for the majority problem.

Many open problems remain, in particular proving Conjectures 1 and 2, finding average-case optimal algorithms for the chip problem, and clarifying the relationship between the worst case of the chip problem (the modified majority problem, that is) and that of the majority problem for even \( n \).

Can algorithms be restricted so that only roots of components are involved in tests? It seems so since the information at any point of an algorithm is a bound on number good minus number bad for a component.

Appendix: Proof of Theorem 1

The analysis is easier in the independent model [11] than in our conditioned model, given \( N > n/2 \). The next proposition shows that the two models are so close that, for the level of accuracy that we need, we can use either one, justifying our assumption of independence of chip faultiness as in [11]:

**Proposition 2.** For any event \( A \) we have

\[
|\Pr[A] - \Pr[A \mid N > n/2]| \leq 2 e^{-(p-q)^2 n/2}, \tag{12}
\]

and similarly, for any bounded random variable \( X \), \( |X| \leq M \), we have

\[
|\mathbb{E}[X] - \mathbb{E}[X \mid N > n/2]| \leq 2 M e^{-(p-q)^2 n/2}. \tag{13}
\]

**Proof.** We prove only (13); the proof of (12) is similar. Chernoff’s inequality [5] states that, if \( N \) is a binomially distributed random variable with parameters \( n \) and \( p \), then

\[
\Pr(N \leq pn - h) \leq e^{-2h^2/n}. \tag{14}
\]

Taking \( h = (p - q)n/2 \) in (14) we get

\[
\Pr(N \leq n/2) \leq e^{-(p-q)^2 n/2}.
\]

Now

\[
\mathbb{E}[X] = \mathbb{E}[X \mid N > n/2] \Pr(N > n/2) + \mathbb{E}[X \mid N \leq n/2] \Pr(N \leq n/2)
\]

\[
= \mathbb{E}[X \mid N > n/2](1 - \Pr(N \leq n/2)) + \mathbb{E}[X \mid N \leq n/2] \Pr(N \leq n/2),
\]

so that

\[
\mathbb{E}[X] - \mathbb{E}[X \mid N > n/2] = \Pr(N \leq n/2) \left( \mathbb{E}[X \mid N \leq n/2] - \mathbb{E}[X \mid N > n/2] \right).
\]
Taking absolute values,
\[
|E[X] - E[X \mid N > n/2]| \\
\leq \Pr(N \leq n/2) (|E[X \mid N > n/2]| + |E[X \mid N < n/2]|) \\
\leq 2M\Pr(N \leq n/2),
\]
where the expectation $E[X]$ is taken under the assumption of independent chip faultiness, and the expectation $E[X \mid N > n/2]$ according to the distribution $p^kq^{n-k}/\Pr(N > n/2)$.

The sample size $m = m_0$ must be large enough that the likelihood of failure, $\Pr(X_m < n/2)$, is exponentially small, but small enough to establish the necessary time bounds of the algorithm. To analyze the expression of $X_m$, recall from (4) that the largest happy binomial tree left in the final stage of the algorithm has root $R$ and size $2^K$. For $i \geq 0$, the $i + 1$st step of algorithm $A_n(\rho, \alpha, \epsilon)$ forms $m_i$ happy trees and hence $\lfloor m_i/2 \rfloor - m_{i+1}$ unhappy trees, each of size $2^i$, thus
\[
X_m = 2^K + \frac{1}{2} \sum_{i \geq 0} 2^i(\lfloor m_i/2 \rfloor - m_{i+1}) + \sum_{i \geq 0, m_i \text{ odd}} 2^i.
\]

Similarly, the number $T_m$ of tests performed by the algorithm is given by
\[
T_m = \sum_{i \geq 0} \lfloor m_i/2 \rfloor + \sum_{i \geq 0, m_i \text{ odd}} 1.
\]

From Proposition 1, the conditional expectation of $\lfloor m_i-1/2 \rfloor - m_i$, given $m_i$, is approximately
\[
\frac{m_i(1 - \tau_i+1)}{2}.
\]

This last fact and relations (15) and (16) lead to the approximations in the following two propositions:

**Proposition 3.**
\[
E[X_m] = \lambda(\rho, \alpha)m + o(m),
\]
and
\[
E[T_m] = \mu(\rho, \alpha) m + O(\log m).
\]

The proof of Proposition 3 rests on three lemmas:

**Lemma 1.**
\[
E[m_i] = s_i + O(1),
\]
\[
E\left[\frac{m_i}{2}\right] = \frac{1}{2}s_i + O(1),
\]
where
\[
s_i = \begin{cases} 
  m & i = 0, \\
  s_{i-1}\tau_{i-1}/2 & i > 0;
\end{cases}
\]
that is, \( s_i = \tau_0 \tau_1 \cdots \tau_{i-1} m / 2^i \).

**Proof.** The conditional distribution of \( m_i \), given \( m_{i-1} \), is a binomial law with parameters \( \left\lfloor m_{i-1} / 2 \right\rfloor \) and \( \tau_i \), for \( i \geq 1 \), thus

\[
E[m_i] = \tau_i \left\lfloor m_{i-1} / 2 \right\rfloor
\]

and

\[
E[m_i] \leq \frac{\tau_i \tau_{i-1} \cdots \tau_1 m / 2^i}{\tau_i \tau_{i-1} \cdots \tau_1 m / 2^i} = s_i.
\]

Also

\[
E[m_i] \geq \frac{\tau_i \tau_{i-1} \cdots \tau_1 m / 2^i}{\tau_i \tau_{i-1} \cdots \tau_1 m / 2^i} \geq \sigma \tau_i \geq 1,
\]

giving the lemma.

As a consequence of Proposition 1, Chernoff’s inequality holds, so (14) tells us that for \( i > 0 \)

\[
\Pr(m_i + 1 \leq s \tau_i - h | m_i = s) \leq 2e^{-2h^2/s}.
\]

Also, the conditional distribution of \( m_{i+1} \), given that \( m_i = 2s + t \), get stochastically larger as \( t \) increases, \( t \geq 0 \), and thus, for \( i > 0 \),

\[
\Pr(m_{i+1} \leq s \tau_i - h | m_i = 2s + t) \leq 2e^{-2h^2/s}.
\]

Therefore for \( i > 0 \),

\[
\Pr(m_{i+1} \leq s \tau_i - h \text{ and } m_i \geq 2s) = \sum_{t=0}^{\infty} \Pr(m_{i+1} \leq s \tau_i - h | m_i = 2s + t) \Pr(m_i = 2s + t) \leq 2e^{-2h^2/s}.
\]

**Lemma 2.** Let

\[
h_i = \begin{cases} m_i^{2/3} & i = 0, \\ h_{i-1} \tau_i - 1 & i > 0, \end{cases}
\]

and \( s_i \) be as defined in Lemma 1. Then

\[
\Pr(m_{i} < s_i - h_i) \leq 2ie^{-\sigma m^{1/3} / 8},
\]

so that \( m_i \) does not vary much from its expected value.

**Proof.** By (19), for \( i > 0 \) we have

\[
\Pr(m_i < s_i - h_i) \leq \Pr(m_i < s_i - h_i \text{ and } m_{i-1} \geq s_{i-1} - h_{i-1}) + \Pr(m_{i-1} < s_{i-1} - h_{i-1})
\]

\[
\leq 2 \exp \left( \frac{-h_i^2}{4(s_{i-1} - h_{i-1})} \right) + \Pr(m_{i-1} < s_{i-1} - h_{i-1}),
\]

\[
\leq 2e^{-\sigma m^{1/3} / 8} + \Pr(m_{i-1} < s_{i-1} - h_{i-1}),
\]
because
\[
\frac{h_i^2}{4(s_{i-1} - h_{i-1})} \geq \frac{h_i^2}{4s_{i-1}} = \frac{m^{1/3}2^{i-3}(\tau_0\tau_1\tau_2\cdots\tau_{i-1})\tau_{i-1}}{8},
\]
since \(i > 0\) and
\[
1 \geq \tau_i \geq \frac{1}{1 + \rho_i} \geq 1/2.
\]
With the base case
\[
\Pr(m_0 < s_0 - h_0) = \Pr(m < m - m^{2/3}) = 0,
\]
a simple induction on (21) completes the proof.  

Let \(S_0 = \{r_1, r_2, \ldots, r_{m_i}\}\) denote the set of roots of happy trees of size \(2^i\) present at the beginning of stage \(i\).

**Lemma 3.** The probability that all tests involving two roots of \(S_0\) are happy, is bounded below by
\[
1 - \frac{2}{\alpha}(\alpha \rho)^{2^i} m/2^i,
\]
provided that \(\frac{1}{\alpha} (\alpha \rho)^{2^i} \leq 1\) (which holds for \(i\) large enough).

**Proof.** If the tests performed at stages \(i, i+1, \ldots\), and the tests of the final stage are all happy, it gives exactly \(m_i - 1\) tests involving two elements of \(S_0\), but there are eventually fewer than \(m_i - 1\) such tests if all the diagnosis are not happy. We prove that the conditional probability \(p_{i,k}\) that there are \(m_i - 1\) such happy diagnosis, given \(m_i - 1 = k\), satisfies
\[
1 - p_{i,k} \leq \frac{2k}{\alpha}(\alpha \rho)^{2^i}, \tag{22}
\]
giving the proposition, since \(m_i \leq m/2^i\). Let \(\pi_\ell\) denote the conditional probability that the \(\ell\)th test among these \(k\) tests is happy, given that the preceding \(\ell - 1\) tests are happy too. We have \(p_{i,k} = \prod_{\ell=1}^{k} \pi_\ell\), so relation (22) follows from
\[
1 - \pi_\ell \leq 2/\beta_i = \frac{2}{\alpha}(\alpha \rho)^{2^i}, \tag{23}
\]
which we now prove.

Let \(S_\ell\) be the set of elements of \(S_0\) that are still at the root of a happy (eventually non binomial) tree after the \(\ell\)th test. For \(x \in S_\ell\), let \(p(x, \ell)\) denote the conditional probability that \(x\) is good, given the result of the first tests; let \(q(x, \ell)\) denote the corresponding conditional probability that \(x\) is bad, given the result of the \(\ell\) first tests. Define the rate \(\rho_{x,\ell} = q(x, \ell)/p(x, \ell)\). By induction on \(\ell\) we have that, for all \(x \in S_\ell\),
\[
\rho_{x,\ell} \leq \beta_i.
\]
The induction property holds true for $\ell = 0$. Assume that the induction property holds true for a general $\ell$, and that in the $(\ell + 1)$st test, chip $y$ tests chip $z$. As a consequence of the induction property for $\ell$, relation $\rho_{z,\ell} \leq \beta_i$ holds for $x \in S_{\ell+1} - \{z\}$. The conditional probability that the $(\ell + 1)$st test is happy and that $z$ is good is

$$\frac{1 + (1 - \alpha)\rho_{y,\ell}}{(1 + \rho_{y,\ell})(1 + \rho_{z,\ell})},$$

the conditional probability that the $(\ell + 1)$st test is happy and that $z$ is bad is

$$\frac{\alpha\rho_{y,\ell}\rho_{z,\ell}}{(1 + \rho_{y,\ell})(1 + \rho_{z,\ell})}.$$

Thus

$$\rho_{z,\ell+1} = \frac{\alpha\rho_{y,\ell}\rho_{z,\ell}}{1 + (1 - \alpha)\rho_{y,\ell}} \leq \beta_{i+1} \leq \beta_i,$$

giving the induction. Finally, the conditional probability that the $(\ell + 1)$st test is unhappy is given by

$$1 - \pi_{\ell} = 1 - \frac{1 + (1 - \alpha)\rho_{y,\ell} + \alpha\rho_{y,\ell}\rho_{z,\ell}}{(1 + \rho_{y,\ell})(1 + \rho_{z,\ell})} = \frac{\rho_{z,\ell} + \alpha\rho_{y,\ell} + (1 - \alpha)\rho_{y,\ell}\rho_{z,\ell}}{(1 + \rho_{y,\ell})(1 + \rho_{z,\ell})} \leq \rho_{z,\ell} + \rho_{y,\ell} \leq 2\beta_i.$$

Proof of Proposition 3. By Lemma 3, the probability that $K = -\infty$, and that the $O(n)$ algorithm of [9] is needed, is exponentially small, so we ignore it in our estimates of $T_m$. Note that $K \leq \lg m$, and that $m_i = 0$ if $i > K$. Relation (16) leads to

$$\sum_{i=0}^{K} \left\lfloor \frac{m_i}{2} \right\rfloor \leq T_m \leq \frac{1}{2} \sum_{i=0}^{\lfloor \lg m \rfloor} m_i + \lfloor \lg m \rfloor,$$

(24)

because $\lfloor m_i/2 \rfloor$ tests are made at every stage except the final stage which makes at most $\lfloor \lg m \rfloor$ tests. By (24) and Lemma 1,

$$\mathbb{E}[T_m] = \frac{1}{2} \sum_{i=0}^{\lfloor \lg m \rfloor} s_i + O(\log m),$$

and therefore

$$\mathbb{E}[T_m] = m \sum_{i=0}^{\lfloor \lg m \rfloor} \tau_0 \tau_1 \ldots \tau_{i-1}/2^{i+1} + O(\log m),$$

proving (18) as claimed. The proof of (17) is similar, using (15).
Proposition 4. For any positive numbers $\epsilon$ and $\theta$ ($\theta < 1/3$),

$$\Pr(X_m < (\lambda(\rho, \alpha) - \epsilon)m) = o\left(\exp(-m^\theta)\right);$$

that is, $X_m$ does not deviate much from its mean.

Proof. We apply Lemma 1 to a carefully chosen value of $i$. Inequality (20) holds for any $i \geq 1$, but it is of use to us only when $h_i = o(s_i)$, that is, when $m^2/3 = o(m^{2/3})$, or equivalently, $2^i = o(m^{1/3})$. It suffices to take $i \leq \delta \lg m$ for $0 < \delta < 1/3$. For such $i$, (20) becomes

$$\Pr(m_i < s_i - h_i) \leq (2^\delta \lg m)e^{-\sigma m^{1/3}/8}. \quad (25)$$

By Lemma 3 the probability that, during and after stage $i = \lfloor \delta \lg m \rfloor$, the tests involving roots of happy trees with size at least $2^i$ all give the diagnosis “good”, is at least

$$1 - 2^\delta (\alpha \rho)^{2\lfloor \delta \lg m \rfloor} m \geq 1 - 2^\delta (\alpha \rho)^{m^\delta} m^{1-\delta}. \quad (25)$$

In that case,

$$K = i + \lfloor \lg m_i \rfloor,$$

and at the end of the algorithm, the tree with root $R$ contains all the chips that were in trees of order $i$ at stage $i$, at least $2^i m_i$ chips. If $R$ were bad, there would thus be at least $2^i m_i$ bad chips, and at most $2^i - 1$ good chips (the aggregate of all the chips in small trees not in $R$ that diagnosed $R$ as bad in the final stage—they are in happy binomial trees with fewer than $2^i$ chips, at most one of each order 0 to $i-1$), with a probability at least

$$1 - 2^\delta (\alpha \rho)^m m^{1-\delta}. \quad (25)$$

That is, if $R$ were bad, of the sample of $m$ chips, we would know that $2^i m_i$ were bad, $2^i - 1$ were good or bad, and the remaining $m - (2^i m_i + 2^i - 1)$ ignored chips were at least half bad, so the number of bad chips would be at least

$$2^i m_i + \frac{m - (2^i m_i + 2^i - 1)}{2} = m + 2^i m_i - 2^i + 1.$$

Hence

$$\Pr \left( X_m \geq \frac{m + 2^i m_i - 2^i}{2} \right) \geq 1 - \frac{2^\delta (\alpha \rho)^m m^{1-\delta}},$$

and so,

$$\Pr \left( X_m < \frac{m + 2^i m_i - 2^i + 1}{2} \right) < \frac{2^\delta (\alpha \rho)^m m^{1-\delta}}{2}. \quad (26)$$

Using the identity

$$\Pr(u < v) = \Pr((u < v \text{ and } v \leq w) \text{ or } (u < v \text{ and } v > w)) \leq \Pr(u < v \text{ and } v \leq w) + \Pr(u < v \text{ and } v > w) \leq \Pr(u \leq w) + \Pr(w < v)$$


with \( u = X_m, v = \frac{m + 2^i(s_i - h_i) - 2^i + 1}{2} \), and \( w = \frac{m + 2^i m_i - 2^i + 1}{2} \) gives us

\[
\begin{align*}
\Pr \left( X_m < \frac{m + 2^i(s_i - h_i) - 2^i + 1}{2} \right) \\
\leq \Pr \left( X_m \leq \frac{m + 2^i(s_i - h_i) - 2^i + 1}{2} \right) \\
+ \Pr \left( \frac{m + 2^i m_i - 2^i + 1}{2} < \frac{m + 2^i(s_i - h_i) - 2^i + 1}{2} \right);
\end{align*}
\]

but the latter probability simplifies to yield

\[
\begin{align*}
\Pr \left( X_m < \frac{m + 2^i(s_i - h_i) - 2^i + 1}{2} \right) \\
\leq \Pr \left( X_m \leq \frac{m + 2^i(s_i - h_i) - 2^i + 1}{2} \right) + \Pr(s_i - h_i < m_i)
\leq \frac{2}{\alpha}(\alpha \rho)^{m^4} m^{1-\delta} + (2 \delta m) e^{-\sigma m^{1/3}/8}
\end{align*}
\]

by (26) and (25). Taking the complement gives us

\[
\begin{align*}
\Pr \left( X_m \geq \frac{m + 2^i(s_i - h_i) - 2^i + 1}{2} \right) \\
\geq 1 - \frac{2}{\alpha}(\alpha \rho)^{m^4} m^{1-\delta} - (2 \delta m) e^{-\sigma m^{1/3}/8}.
\end{align*}
\]

(27)

Now

\[
\begin{align*}
\frac{m + 2^i(s_i - h_i) - 2^i + 1}{2} = m \left( \lambda(\rho, \alpha) + \frac{\tau_0 \tau_1 \cdots \tau_{i-1} (1 - \tau_i \tau_{i+1} \cdots)}{2} \right) - \frac{2^i h_i + 2^i - 1}{2}.
\end{align*}
\]

(28)

Elementary calculation yields

\[
\frac{\tau_0 \tau_1 \cdots \tau_{i-1} (1 - \tau_i \tau_{i+1} \cdots)}{2} \leq \tau_0[\rho_i + \rho_{i+1} + \cdots] = o(1),
\]

and

\[
2^i h_i + 2^i = O(2^i \delta m) = o(m)
\]

by our choice of \( \delta \). Thus (28) becomes

\[
\begin{align*}
\frac{m + 2^i(s_i - h_i) - 2^i + 1}{2} \geq \lambda(\rho, \alpha)m - o(m)
\geq (\lambda(\rho, \alpha) - \epsilon)m,
\end{align*}
\]

for all \( \epsilon > 0 \) as \( m \) (that is, \( n \)) gets large. Now chosing \( \delta \) in (27) so that \( \theta < \delta < 1/3 \) yields Proposition 4.
The analysis of $A_n(\rho, \alpha, \epsilon)$ rests on Propositions 3, 4.

Since we want it likely that $X_m > n/2$, we choose a sample slightly larger than $\frac{n}{2\lambda(\rho, \alpha)}$. For instance the sample size

$$m_0 = \frac{n}{2\lambda(\rho, \alpha) - \epsilon}$$

does the job: with this sample size $X_m$ is larger than $n/2$, and chip $R$ is good, except with an exponentially small (in a power of $n$) probability. The average number of tests required by the algorithm $A_n(\rho, \alpha, \epsilon)$ thus satisfies

$$\lim_{n \to \infty} \frac{E[T_m]}{n} = \frac{\mu(\rho, \alpha)}{2\lambda(\rho, \alpha) - \epsilon},$$

for any $\epsilon > 0$, and Theorem 1 follows.
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